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Big—O : Relationship among common cases

O(1) < O(logn) < O(n) < O(nlogn) < O(n?) < O(n3) < O(a")

Example : big-O when a function is the sum of several statements

int 1=0;
R RT = O(4n2+n) = O(n?)
for(i=0 ; i < n; i++){
for(J=0 ; J < n; J++){
if( (i!'=7J) && arr[i] == arr[j]) increment i
Gup[i][3] = 1 mcremlentj.
check i !'=7
} check arr[i]l==arr[j]
} dup[i][J] = 1

c Longest operation dominates (worst case)




Sorting



Sorting

Given a set of N elements, put them in order according to some
criteria (alphabetical, relevance, date, smallest to largest, etc.)

One of the most studied problems in Computer Science

Everybody uses it every day

.
Yﬂu TUhB | computer science Search Browse | Upload Create Account | Sign In

Search results for computer science Soiby. Relevance ¥
Acsout 261,000 results

= Search options

Resulttype: Sort by Upload date: Categories: Duraticn: Features:

All Relevance Anytime All All All

Videos Upload date Today Education Short (~4 minutes) Closed captions

Channels View count This week Science &Technology  Long (20~ minutes) HD (high defintion)

Playlists Rating This maonth Parnervideos
Rental

WebM

Related seaiches:  billgates  mit

o g o =d Videos
Columbia University Promotzd Videos

Higher Learning Reinvented for Busy Play Energyville Online

Adults Like You. See How it Works. P
Thiz is Your City. How Will ¥ou
; H K i A
by I Michele 3 months age ' 2,259 views E Power t? Play Energyville Now.
Promoted Videos - i by Chevron 4 moiths ago

48,540 views

SICP /What is "Computer Science” ?
Hal Abescn gives an introduction to the "Strueture and Interpretation of

Computer Programe” lecture wih an explanation of Declarative and .. DOr. Ore & HP
by LarryMorman 4 years ago 87,259 views @.‘ See how HP, Windows® 7 and Beats
Audio™ offer studio gquality sound.
. WmeWS‘? by hocpmmiters




Sorting

Given a set of N elements, put them in order according to
some criteria

Compare pairs of elements

Many algorithms, some of the most famous are:
— Bubble sort

— Selection sort

— Insertion sort

— Merge sort

— Counting sort

In following examples, we’ll see smallest to biggest sorting



1.

2.

3.

Bubble Sort

Start with the first two elements

If first element > second element
* Swap

Iterate for all following pairs

Repeat steps 1 to 3 until no swaps are necessary

Complexity = O(n?)

Count number of
comparisons and swaps



Bubble Sort
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Bubble Sort
9 | s [ 1 | 7 | 2

5 9 1 7 2 )

5 1 9 7 2 >
5 1 7 9 2

5 1 7 2 9 y,

1 5 7 2 9 )

1 5 7 2 9

1 5 2 7 9 >
1 5 2 7 9 )

1 5 2 7 9

n-1
checks

n-1
checks



Selection Sort

* Smarter algorithm, but same complexity
(worst case)

1. Find smallest unsorted element
2. Swap with first unsorted element

3. Repeat steps 1 and 2 until no more unsorted
elements

Complexity = O(n?)



First unsorted element
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Insertion Sort

 Mainidea: keep 2 separate sets (one sorted, one unsorted),
and move elements from unsorted to sorted set one at a time

* Better performance in case many elements are already sorted,
qguadratic in worst case

1) Initialize 2 sets

— One set of sorted elements (contains only first element in the
array)

— One set of unsorted elements (all the other elements in the
array)

2) A) Take first element in unsorted set and
B) Insert it into sorted set at proper position

3) Repeat steps 2A) and 2B) until unsorted set is empty

Complexity = O(n2)
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Merge Sort

* One of the fastest algorithms, divide and conquer principle
* Usesrecursion
* Sorting small sets is faster than sorting large sets

 Merging 2 sets into a sorted union is faster if the sets are already
sorted

1. |Ifset H has 1 element, stop

2. else

— Split set into 2 halves H1 and H2 of (approximately) same size

— Sort H1 and H2 with merge sort recursion

— Merge the sorted H1 and H2 into a sorted set

Complexity = O( n log(n) )
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Merge Sort
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Similar to trees, we perform log,(n) splits and merges

Each merge takes O(n) in the worst case
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Merge Sort

Merge routine:

/

Similar to trees, we perform log,(n) splits
and merges
Each merge takes O(n) in the worst case -

Given H1 and H2 of size n1 and n2 respectively, create H of length n = nl + n2

int c¢1=0, c2=0;
for (i=0; i<n; i++){
1f( (c1<nl1) && ((H1[c1] < H2[c2]) Il (c2==n2)) ){
H[i] = H1[c1];
cl++;
}
else
H[i1i] = H2[c2],;
c2++;
}
}
1 5 9 2 7
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Counting sort

* Intuition: exploit range k of values in set

» Efficientif kis not much larger thann

1. Find biggest and smallest values in the set
( k = maxVal — minVal+1)

Create an array C of k elements
3. Count occurrences C(i) of each value i in the set

Fill ordered set by inserting C(i) elements of value i, for
each value in range k

Complexity=0(n + k)



Counting sort

Example: range of valuesinsetis [1,5], k=5

1y RN ENENENEE o

C 2 3 0 o0 2 o(k) + O(n)

i = 1 2 3 4 5 l,
To create C
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Homework 4 Solution



