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ABSTRACT

This paper presents a simple and robust consensus decoding ap-
proach for combining multiple Machine Translation (MT) system
outputs. A consensus network is constructed from anN -best list by
aligning the hypotheses against an alignment reference, where the
alignment is based on minimising the translation edit rate (TER).
The Minimum Bayes Risk (MBR) decoding technique is investi-
gated for the selection of an appropriate alignment reference. Several
alternative decoding strategies proposed to retain coherent phrases in
the original translations. Experimental results are presented primar-
ily based on three-way combination of Chinese-English translation
outputs, and also presents results for six-way system combination. It
is shown that worthwhile improvements in translation performance
can be obtained using the methods discussed.

Index Terms— Machine translation, system combination, con-
sensus decoding, Minimum Bayes Risk (MBR) decoding

1. INTRODUCTION

Recently, there have been several successful attempts in combining
outputs from multiple Machine Translation (MT) systems. Most of
these approaches aim at finding a consensus from a set of alterna-
tive translations. For example, Minimum Bayes Risk (MBR) decod-
ing [6] is a hypothesis selection scheme that finds a sentence which
yields the lowestexpected loss(Bayes risk) given anN -best list.
This results in a sentence level consensus decoding. In contrast,
word-level consensus may be obtained using a consensus network
decoding [1, 8], which is similar to techniques in speech recogni-
tion designed for hypothesis combination such as ROVER [3] and
also to the confusion network decoding method [7]. A consensus
network (also known as a “sausage net”) comprises a sequence of
words, each with alternatives, possibly including nulls, with associ-
ated scores. The consensus output is then derived from the network
by selecting the word sequence with the best score, where scores
can be formed in many different ways such as by voting, or using a
posterior probability estimate.

Construction of a word-level consensus network requires the hy-
potheses in theN -best list to be aligned at the word level. Therefore,
the key ingredient in constructing such a network is the alignment
process. A simple alignment approach is to select an alignment ref-
erence from theN -best list and align the rest of the hypotheses with
respect to the chosen reference. Previously investigated alignment
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methods have included Word Error Rate (WER) alignment [1] and
GIZA++ alignment [8]. In this paper, an alignment scheme based
on minimum Translation Error Rate (TER) is presented.

The remaining of this paper is organised as follows: First the two
MT evaluation metrics adopted in the paper are discussed. Then the
Minimum Bayes Risk (MBR) decoding scheme is described. Sec. 4
introduces the consensus network decoding method, and Sec. 5 de-
scribes several alternative ways of deriving consensus from a con-
sensus network. Experimental results on both three-way and six-
way system combination are presented in Section 6 using translation
from both Chinese and Arabic and text and speech sources.

2. MACHINE TRANSLATION METRICS

MT maps a word sequenceF in a source language to a word se-
quenceE in the target language. The translation performance is
measured relative to a referenceEr asL(E, Er). There are several
commonly used automatic evaluation metrics, two of which used in
this papers are the TER [11] and NIST BLEU-4 scores.

The NIST BLEU-4 score is a variant of BLEU [10], which com-
putes the geometric mean of the precision ofn-grams betweenE and
Er and includes a brevity penalty(γ(E, Er) ≤ 1) if the hypothesis
is shorter than the reference.

BLEU(E, Er) = exp
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wherepn(E, Er) is the precision ofn-grams in the hypothesis,E
given the reference,Er. HereN = 4 is used.

The TER (translation edit rate) [11] score measures the ratio of
the number of string edits between theE andEr to the total number
of words in the reference. The allowable edits include insertions
(Ins), deletions (Del), substitutions (Sub) and phrase shifts (Shft)1.

TER(E, Er) =
Ins+ Del + Sub+ Shft

N
× 100% (2)

whereN is the total number of words in the reference. If phrase
shifts are not permitted, the TER metric simplifies to the well-known
Word Error Rate (WER) measure.

3. MINIMUM BAYES RISK DECODING

Minimum Bayes Risk (MBR) decoding [6] finds a hypothesis with
the lowest Bayes risk with respect to all the translations in anN -best
list:

Embr = arg min
E′

X
E

P (E|F )L(E, E′) (3)

1Phrase shift is the movement of a contiguous block of words from one
location in the hypothesis to another



where the risk is measured as the expected loss,L(E, Er), over the
posterior probability distribution,P (E|F ) of all possible transla-
tions. This is often approximated using anN -best list as

P (E|F ) =
P (E, F )P
E′ P (E′, F )

(4)

whereP (E, F ), the joint probability of the source and target word
sequences, may be derived from the scores generated by the SMT
systems. If these scores are unavailable or unreliable, the posterior
probability distribution may be assumed to be uniform. This may be
the case when theN -best list consists of hypotheses generated by
multiple systems where the scores may be incompatible.

The major limitations of MBR decoding are: 1) it is restricted
to hypothesis selection; 2) the cost of computing the expected loss
increases quadratically with the size of theN -best list. These draw-
backs can be overcome using consensus network decoding, which
will be described next.

4. CONSENSUS NETWORK DECODING

This section describes a word-level consensus network decoding scheme.
Given anN -best list, a consensus network is constructed by align-
ing all the hypotheses against an alignment reference. This scheme
is similar to those proposed in [1, 8]. The fundamental difference
lies in the alignment methods used. For example, in [1], a modified
WER alignment was used. Recently, Matusovet al. introduced an
enhanced alignment method usingGIZA++ [8]. In this paper, the
use of TER alignment is examined. As described in Section 2, TER
measures the minimum number of edits (including phrase shifts)
between two sentences. These edits also describe the alignment
between the two sentences. This method is very similar to WER
alignment, but has the flexibility of word re-ordering. Furthermore,
this method does not require a complex alignment model, unlike
GIZA++ alignment.

In this paper, a simple all-against-one alignment approach is
adopted. This approach is computationally efficient but has a strong
bias towards the chosen alignment reference. Therefore, a carefully
chosen alignment reference is important to obtain a good transla-
tion performance. A simple choice would be the 1-best hypothesis
from the ‘best’ system. However, knowing the best system requires
prior knowledge based on the performance on some development
data. This can be avoided by selecting the alignment reference using
MBR decoding. To reduce the computational cost, it is possible to
perform MBR decoding using a smallerN -best list and then con-
struct the consensus network with a larger list.

After alignment, similar words being aligned together are merged
so that a concensus network comprising a sequence of unique word
alternatives is formed. Each word is assigned a score based on a
simple voting scheme. Empty arcs (ε’s) are used to accommodate
insertions and deletions. Here, a simple example is provided for il-
lustration. Given anN -best list (N = 4):

I like eating chocolate ice-cream .
I like to eat vanilla ice-cream .
I like to eat ice-cream with chocolate .
I like ice-cream .

If the first hypothesis was chosen as the alignment reference, the
result of alignment may look something like:

I like ε eating chocolate ε ice-cream .
I like to eat vanilla ε ice-cream .
I like to eat chocolate with ice-cream .
I like ε ε ε ε ice-cream .

By merging similar words and performing consensus voting, the re-
sulting consensus network is given by:

2 3 4 6 7 851 9
I (4) like (4)

to (2)

eps (2) eating (1)

eps (1)

eat (2) chocolate (2)

eps (1)

vanilla (1) with (1)

eps (3)
ice−cream (4)

. (4)

Fig. 1. An example consensus network

Finally, the best path through the network is chosen as the consensus
output. In this example, taking the scores as simply the votes for
each word alternative, the consensus is given by

I like to eat chocolate ice-cream. 2

Although the alignment and consensus selection process are per-
formed at word-level, the final consensus may exhibit a pseudo phrase-
selection characteristic, especially when there are frequently occur-
ring ‘pseudo phrases’ being aligned consistently. In our example, ‘I
like’ and ’to eat’ have been identified as consensual phrases.

5. ALTERNATIVE DECODING STRATEGIES

Word-based consensus decoding may provide a simple solution to
deriving ‘new’ consensual translation not present in the original trans-
lations. However, a phrase serves as a more natural translation units
semantically. Breaking a coherent phrase has a greater impact on
BLEU performance than TER. The form of consensus decoding method
detailed in Section 4 tends to insert words into the alignment refer-
ence. In practice, the alignment methods are far from ideal, which
may lead to an undesirable behaviour of inserting spurious words in
between coherent phrases.

To overcome this issue, several alternative deocding strategies
were proposed:
Remove insertions (RI):all the words being aligned as insertions
are removed before consensus network construction.
Remove phrase breakers (RPB):only remove insertions which are
potential phrase breakers. These are identified as insertions in be-
tween correctly matched words. In the earlier example, the word
‘with’ in the third hypothesis may be a phrase breaker since the
words that come before and after it have been correctly matched with
the alignment reference.
Consensus Network MBR (ConMBR):To retain the coherent phrases
in the original translations, it is sometimes better to retain sentence-
level consensus rather than creating new word-level consensus which
may distort the fluency of the translation. This approach first per-
forms consensus network decoding to obtain,Econ. The hypothesis
in the original translations which has the minimum loss w.r.t.Econ

is chosen as the consensus output,i.e.

EConMBR = arg min
E′

L(E′, Econ) (5)

whereL(E′, Econ) is the loss function defined according the appro-
priate evaluation metric. This is similar to the MBR formulation
given in equation (5). Instead of computing the expected loss over
a set of possible translations, the Bayes risk is measured with re-
spect to the output from a consensus network decoding. Hence, this
method is known as a modified form of MBR decoding.

2Note that there is a tie on whether ‘to’ should be inserted after the second
word. The implementation used in this paper favours the one which comes
from a hypothesis with a higher rank in theN -best list.



6. EXPERIMENTAL RESULTS

This section presents the experimental results, firstly with three trans-
lation systems from ISI. The combination output from this system
was evaluated in the context of the NISTmt06 NIST evaluation3

asISI-CU system. All of the ISI translation systems were individ-
ually tuned to maximise BLEU. In contrast a further set of results
were performed on six-way system combination on a set of systems
in which some were tuned to maximise BLEU and others TER. Sys-
tems were evaluated on the NIST 2004, 2005 and 2006 evaluation
test sets with four references for each sentence.

6.1. Three-way Combination

The three way combination was done in the context of “large track”
for the NIST MT06 evaluation. All system combination experiments
were conducted based onN -best lists generated by three ISI statis-
tical MT systems: ISI phrase-based system which is similar to [9];
the Hiero system [2]; and a syntax-based system [4]. Unless other-
wise stated, performance was measured using TER and BLEU scores
based on detokenised lowercase translations.

System
2004 2005

TER BLEU TER BLEU

ISI Phrase 55.63 35.89 56.792 33.85
Hiero 53.64 39.39 54.81 37.06
ISI Syntax 54.20 39.92 55.33 38.17
MBR-TER 54.23 39.16 55.56 37.09
MBR-BLEU 53.52 39.85 54.30 37.89
+ weights 53.41 40.13 54.26 38.18

Table 1. TER/BLEU scores for individual systems and baseline
MBR decoding (1-best from each system) on Chinese-English text
translation. Weights are tuned on the 2003 test set.

Table 1 shows the TER/BLEU performance of individual sys-
tems and MBR decoding of the 1-best translation from each system.
Hiero andSyntax were the best individual systems measured on
TER and BLEU metrics respectively. MBR-TER and MBR-BLEU
denote MBR decoding using the TER and BLEU loss functions re-
spectively. For MBR decoding, there are only three 1-best hypothe-
ses to select from and the posterior distribution is assumed to be
uniform. This was found to yield poorer performance than the best
performing individual system. However, it is possible to tune (es-
timate) the posterior distribution w.r.t. a held-out data (2003 evalu-
ation set). This is equivalent to having system weights that sum to
one (2 free parameters). When tuned to maximise the BLEU scores,
0.01–0.21% and 0.82–1.304% absolute improvements in BLEU and
TER respectively were obtained.

Alignment 2004 2005
Reference TER BLEU TER BLEU

Hiero 52.58 38.52 53.40 37.04
Syntax 52.34 38.97 53.29 37.23
MBR-BLEU (+wgts) 52.30 40.13 53.14 38.53

Table 2. Comparison of alignment references for consensus network
decoding using TER alignment for Chinese-English text translation

3http://www.nist.gov/speech/tests/mt

Tables 2, 3 and 4 show the experimental results for consensus
network decoding using 10-best hypotheses from each of the three
systems. In Table 2, the effect of alignment reference on consensus
network decoding was examined. Using thesyntax system’s 1-
best hypothesis as alignment reference yields better TER and BLEU
performance compared to using thehiero 1-best hypothesis. When
using the output from MBR-TER and MBR-BLEU (with tuning) as
the alignment reference, 0.04–0.14% and 1.16–1.30% improvements
on TER and BLEU were obtained over using thesyntax 1-best
output. These results suggest that MBR decoding is useful for align-
ment reference selection and conveniently eliminates the reliance on
the prior knowledge of which is the best performing system.

Alignment 2004 2005
Method TER BLEU TER BLEU

WER 52.49 39.33 53.43 37.79
TER 52.30 40.13 53.14 38.53

Table 3. Comparison of alignment methods for consensus network
decoding using the MBR-BLEU (+weights) output as alignment ref-
erence on Chinese-English text translation

Another important factor which greatly influences the performs
of a consensus network decoding scheme is the alignment method
used to construct the network. Here, the WER and TER alignment
methods were compared in Table 3. It was found that using TER
alignment yields better TER (0.2–0.3%) and BLEU (0.7–0.8%) per-
formance than using WER alignment.

Decoding 2004 2005
Strategy TER BLEU TER BLEU

Standard 52.30 40.13 53.14 38.53
RI 52.31 39.88 53.09 38.39
RBP 52.33 39.97 53.16 38.51
ConMBR 53.12 40.47 53.91 38.54

Table 4. Consensus network decoding strategies using TER-based
alignment on Chinese-English text translation.

Next, various decoding strategies described in Section 5 were
compared. TheRI andRPBmethods do not seem to help improve
the phrase coherency in the original translations, as depicted by the
degradation in BLEU scores in Table 4. On the other hand, select-
ing hypotheses that have the minimum loss w.r.t. the output from
a standard consensus network decoding (ConMBR) is shown to be
beneficial in improving BLEU score performance. However, there is
quite a substantial increase in TER (0.77-0.81%). Therefore, while
a word-level consensus decoding approach may beis suitable for the
TER metric, a sentence-level consensus decoding may be better in
terms of BLEU scores.

Table 5 shows the performance ofISI-CU system combina-
tion used in the NIST MT’06 evaluation. Results for both Chinese-
English and Arabic-English on two text development sets as well as
a broadcast news development set used by the AGILE team in the
GALE program4. Furthermore the actual evaluation results from the
2006 test are included. The 2006 evaluation data included a mix
of newswire, newsgroup and broadcast news (BN) genres while the

4The broadcast news development sets used had only one reference trans-
lation



Test set System
Arabic Chinese

TER BLEU TER BLEU

2004 1-best 42.96 46.25 53.64 39.92
ConMBR 42.06 47.41 53.08 40.51

2005 1-best 38.97 54.57 54.81 38.17
ConMBR 38.09 55.52 53.84 38.60

BN 1-best 64.41 21.03 75.40 15.98
(speech) ConMBR 64.13 21.23 75.34 16.34

2006 1-best 51.61 38.81 58.62 32.88
ConMBR 50.87 39.27 58.12 33.50

Table 5. TER/BLEU scores ofmt06 evaluation systems on Arabic-
English and Chinese-English text translations. The 2006 are the
evaluation results on the entire “NIST” portion of the 2006 test set.

2005 data only includes newswire5. TheConMBRmethod was used
as the primary evaluation metric was the BLEU scores. The final
N -best list forConMBRselection was set to be3× 25 for text trans-
lation which slowed a slight improvement over just using the 10-best
lists from the individual systems. It can be seen that the ConMBR
output consistently outperforms the best individual systems based on
both the TER and BLEU metrics for all test-sets investigated.

6.2. Six-way Combination

To investigate combination from a larger set of systems, we com-
bined the outputs from six Arabic text-translation systems used with
the AGILE team of the DARPA GALE program. In addition to
the systems from ISI6 there were the BBN phrase-based system,
the BBN implementation of [2] supplemented with rules containing
named entities [12], and the Edinburgh system [5].

The performance on Arabic text translation of the individual sys-
tems, MBR-BLEU (unweighted), confusion network decoding and
the ConMBR decoding is given in Table 6.2.

System/ 2003 2004
Combination TER BLEU TER BLEU

BBN Phrase 41.56 53.32 41.71 45.40
BBN Hiero 42.36 52.03 44.26 42.67
Edinburgh 42.05 52.5 44.20 47.76
ISI Hiero 40.53 54.54 42.21 46.49
ISI Phrase 41.94 52.35 43.09 45.21
ISI Syntax 42.96 52.36 45.00 44.11
MBR-BLEU 39.71 56.16 41.29 48.37
Confusion 39.37 55.67 41.21 46.45
ConMBR-BLEU 39.02 56.64 40.23 48.93

Table 6. TER and BLEU scores for six individual systems on the
2003 and 2004 Arabic MT NIST test sets, and three alternative com-
bination approaches.

Table 6.2 shows that while there is considerable variability among
the performance of the individual systems, the system combination
approaches again always yield better performance that the best sys-
tems under either the TER or BLEU metrics. On these test sets with

5The 2006 evaluation results are based on mixed case output, the devel-
opment results are lower-case.

6Note that the ISI systems used different training sets and setup to the
corresponding systems in 6.1.

the greater diversity in N-Best lists offered by the individual systems,
the ConMBR method gives the best performance using both the TER
and BLEU measures and is 1.2-2.1 points better than the best indi-
vidual system for BLEU and 1.5-2.0 points better for TER. Hence,
the ConMBR method seems to consistently give good improvements
in translation performance.

7. CONCLUSIONS

This paper has presented a simple and robust system combination
method for machine translation by finding consensus from a set of
translation hypotheses. This is achieved by constructing a consensus
network using TER alignment and a simple voting scheme. Mini-
mum Bayes risk decoding was applied to obtain a single improved
reference for efficient alignment. Direct word-level consensus de-
coding gives promising improvements on TER. However, when evelu-
ated using BLEU, performing hypothesis selection using a Consen-
sus Network MBR decoding scheme yields better results, and this
is especially useful when a diverse range of system hypotheses is
available for final selection.
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