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Abstract—Photonic technology is becoming an increasingly
attractive solution to the problems facing today’s electronic
chip-scale interconnection networks. Recent progress in silicon
photonics research has enabled the demonstration of all the
necessary optical building blocks for creating extremely high-
bandwidth density and energy-efficient links for on-chip and
off-chip communications. From the feasibility and architecture
perspective however, photonics represents a dramatic paradigm
shift from traditional electronic network designs due to
fundamental differences in how electronics and photonics
function and behave. As a result of these differences, new
modeling and analysis methods must be employed in order to
properly realize a functional photonic chip-scale interconnect
design. In this paper, we present a methodology for characterizing
and modeling fundamental photonic building blocks which
can subsequently be combined to form full photonic network
architectures. We also describe a set of tools which can be
utilized to assess the physical-layer and system-level performance
properties of a photonic network. The models and tools
are integrated in a novel open-source design and simulation
environment. We present a case study of two different
photonic networks-on-chip to demonstrate how our improved
understanding and modeling of the physical-layer details of
photonic communications can be used to better understand the
system-level performance impact.

Index Terms—Optical communications, optical crosstalk,
optical losses, photonic interconnection networks, simulation
software, system analysis and design.
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I. Introduction

THE COMPUTING industry has been steadily increasing
the number of cores on a single processor die to raise

performance through parallel computation. In order for chip
multiprocessor (CMP) systems to properly function and take
advantage of the multiple cores, interconnection networks
are required to provide both on-chip (e.g., core to core)
and off-chip (e.g., core to main memory) communication
links. Electronic interconnection networks have thus far been
capable of coping with the communication demands of
today’s applications, however further scaling of the number
of cores and memory requirements of applications may
not be able to be matched with equivalent communication
improvements [1]. This inability of electronic interconnects
to scale in performance is a consequence of the large
amount of power that is dissipated by the electronic
interconnects and the limited heat-dissipation capabilities of
current packaging technology. A previous study has shown
that over 50% of the dynamic power dissipated in some high-
performance microprocessors comes from the interconnects
exclusively [2]. These problems will be further exacerbated
as the requirements of CMP systems continue to grow,
exemplifying the need for a new interconnect technology that
can deliver energy-efficient high-bandwidth communications.

Photonics technology has emerged as a promising chip-
scale interconnect solution to the various challenges facing
CMP scaling. Photonic signaling using wavelength division
multiplexing (WDM) can enable orders of magnitude higher
bandwidth density than electronics which is becoming
increasingly constrained by the wire and pin densities that
can be achieved [1]. The power dissipation of photonic
signaling can be designed to be practically independent of
distance and data rate. This allows for high-speed data to
flow seamlessly between the on-chip and off-chip domains.
All the necessary optical devices for creating chip-scale
photonic interconnection networks have been demonstrated
using complementary metal-oxide-semiconductor (CMOS)-
compatible fabrication techniques, as described in Section IV.
This compatibility allows them to be economically produced
in existing fabrication lines. Moreover, CMOS compatibility
allows these optical devices to be directly integrated with
electronic digital circuits, providing a flexible and powerful
means to create a high-performance interconnect fabric.

In light of these recognized advantages of optics, many
challenges still exist in fathoming and creating a chip-scale
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photonic network. Chip-scale silicon photonics currently
provides no means of in-flight buffering and logical
processing. The only way to accomplish these tasks is
to use optical-electronic-optical (O-E-O) conversion, and
do them in the electronic domain. O-E-O conversion is
tolerated in switches for large-scale networks, however
the additional power dissipation required would have a
detrimental impact on chip-scale systems. Signal regeneration
is also not easily accomplished in the CMOS-compatible
photonic platform, therefore network architecture designs
must carefully consider the optical losses to ensure signal
integrity throughout the transmission path. Conventional
network simulators are not well suited for photonic networks
since they are incapable of capturing all the physical and
functional details that differentiate photonic devices from
their electronic counterparts.

In this paper, we present a methodology for designing,
modeling, and analyzing the performance of photonic
interconnection networks. Furthermore, this paper highlights
several techniques to synergistically study a photonic
architecture’s system-level properties through physical-layer
analysis. We have also developed the PhoenixSim environment
which integrates the modeling and analysis aspects of our
methodology and has been made publicly available [3].
PhoenixSim is implemented using OMNeT++, a C++-based
event-driven simulation environment [4]. Our methodology
and PhoenixSim represent a novel set of tools which system
architects can use to see how integrated photonics can
potentially impact the performance of a particular computing
system.

In Section II, we review related work in the area of photonic
network architectures and other simulators and tools that have
been developed to model and design them. In Section III, we
present our methodology and outline the design flow supported
by PhoenixSim which guides designers from the modeling of
the basic silicon photonics devices, through the composition
of the devices into a complex interconnection network, to
the analysis of the network performance and scalability. In
Section IV, we describe our method for modeling photonic
devices and overview a library of fundamental building
blocks we have implemented. In Section V, we present
a unique set of analysis tools for optimizing photonic
interconnection networks. We then discuss two photonic
network-on-chip architectures as case studies in Section VI
to demonstrate how our methodology can be used to design
and understand photonic interconnection networks. We finish
with our concluding remarks in Section VII.

This paper expands upon work that has been published
previously [5]. New contributions include: 1) a complete
discussion of our proposed design methodology; 2) the
modeling of Mach-Zehnder switches in our Photonic Device
Library; 3) the expansion of our noise model to handle
intra-message crosstalk and receiver noise; and 4) inclusion
of serialization/de-serialization (SerDes) power within our
power model. We also conduct our case study on new
network topologies and include a more extensive set of
results and analysis. Lastly, we include an expanded literature
review of photonic interconnection network architectures

and photonic interconnect computer-aided design (CAD)
tools.

II. Related Work

A. Photonic Interconnection Networks

Many photonic interconnect architectures have been
proposed in recent years for improving the performance and
efficiency of computing systems. Photonics offers an entirely
new design space to explore and optimize, potentially causing
paradigm shifts in a variety of architectural issues such
as memory hierarchies, programming models, and physical
layouts. Many topologies have been proposed by the research
community, consisting of designs that leverage wavelength-,
spatial-, and time-based routing. Below, we review a sample
of the various proposed topologies.

The Corona network is a proposed network that integrates
photonic interconnects for use in both on-chip and off-chip
communications [6]. The on-chip network is implemented with
a serpentine crossbar and arbitration is handled with an optical
token-ring based scheme and transmission is conducted using
wavelength routing. Each memory controller can interface will
multiple memory modules to create a memory solution with
scalable capacity.

Joshi et al. proposed a mapping of the Clos topology
for use as an on-chip photonic network [7]. This proposed
network architecture connects a 64-core CMP through a
global photonic crossbar. The network is source routed
and arbitration is accomplished through the selection of an
optical transmission wavelength and transmission waveguide
from a wide optical bus. Center stages of the Clos are
performed electronically, resulting in an O-E-O conversion.
Other networks have also been proposed that use similar
wavelength-routing scheme for arbitration [8], [9].

Batten et al. proposed an off-chip photonic interconnection
network for connecting each core of a CMP to multiple
memory banks [10]. The topology uses a crossbar matrix,
implemented using ring filters for wavelength-based routing,
to fully connect each on-chip computing node to all memory
banks. The network is nonblocking and only requires a
simple source-routing scheme for transmission. The Phastlane
topology is another dedicated photonic network used for
handling cache-coherency of a shared-memory CMP [11].

A circuit-switching style network was originally proposed
by Shacham et al. that uses active switching for the spatial
routing of photonic messages [12]. The network dedicates
the entire optical spectrum for data parallelism to create
high-bandwidth links using WDM, which contrasts with the
aforementioned topologies that leverage the spectrum for
routing purposes. Further studies of this routing scheme have
also been conducted for varying topologies [13], [14] and
applications [15].

Hendry et al. [16] proposed time-division multiplexing
(TDM) as an alternative to circuit-switching to eliminate the
latency overhead of the path-setup protocol. TDM routing is
enabled by temporally dividing the transmission medium into
a constant series of frames. Multiple time slots compose each
frame and a unique network configuration consisting of some



CHAN et al.: PHYSICAL-LAYER MODELING AND SYSTEM-LEVEL DESIGN OF CHIP-SCALE PHOTONIC INTERCONNECTION NETWORKS 1509

Fig. 1. Design flow of modeling a network in the PhoenixSim environment.

network connectivity is assigned to each time slot. The set of
all time slots within a frame will contain a set of connections
that completely connect all nodes within the network.

B. CAD Tools

As the interest for using photonic interconnects continues to
grow, so does the need for tools that can harness the potential
of this new technology. In the realm of simulation, two levels
exist which are of interest to photonic network designers: link-
level and system-level. Simulation is an especially important
predictive tool for gauging the performance of these photonic
interconnect systems which are too complex for manufacturing
in current fabrication technology. Beyond simulation, design
tools will be needed to effectively and accurately design
complex and efficient photonic interconnection networks. Most
conventional simulation and design tools are not ideally suited
for capturing the physical and performance characteristics
of chip-scale photonic interconnection devices and networks.
Therefore the development of photonically enabled tools is
needed to fill the void.

As photonic interconnect topologies are becoming
increasingly complex, layout tools and optimization techniques
will be required for efficient and accurate design. Ding
et al. have developed Optical Interconnect Library (OIL) a
synthesis-like CAD tool for optimizing optical router designs
in terms of insertion loss [17]. The methodology allows for
constraint based optimization in terms of latency and insertion
loss. Similarly, Minz et al. have devised a synthesis tool for
timing-driven optimization of optical waveguide placement
in an on-chip network [18]. VANDAL is a place-and-route
tool for on-chip photonic architectures which uses a library
of modeled and characterized components, and includes
automation tools for rapid design and synthesis [19].

With link-level simulation, the primary concern is detailed
physical modeling of all the end-to-end aspects of a photonic
path to determine performance metrics such as signal integrity
and link reliability. O’Connor et al. [20] proposed a link-
level simulation environment for heterogeneous photonic
integrated circuits which leverages detailed synthesizable
models of building-block components for the purpose of
determining interconnect density, area, link delay, and link
power requirements. Similarly, De Wilde et al. [21] presented
an approach for characterizing CMOS-to-CMOS links in terms

of timing, error rates, and noise sensitivity. The IBM optical
link simulator was created to design and analyze telecom-
scale and LAN-scale links through metrics such as failure
rates, power penalties, and signal performance (e.g., eye
diagrams) [22].

System-level simulation uses a higher-level of abstraction
than link-level simulation and is primarily concerned with
determining network performance metrics (e.g., bandwidth,
application latency, and system power dissipation). Briere
et al. [23] have developed the ONoC SystemC model which
focuses on the simulation of optical networks-on-chip using
the SystemC framework and primarily addressing high-level
system concerns including device timing and network-level
power dissipation. Their modeling is currently specific to
topologies that leverage the lambda router, which routes
optical traffic based on the wavelength of light that is being
used by the source. Optisim is a system-level simulator for
modeling optical interconnects in board-based and cluster-
based computing [24].

PhoenixSim is primarily categorized as a system-level
simulation environment that includes some aspects of
link-level simulation. Our PhoenixSim environment closely
resembles Optisim with respect to the use of a photonic
building block library, and extractability of physical and
system metrics. We differentiate our work from Optisim
through combination of our focus on chip-scale systems,
support for spatial and temporal based photonic chip-scale
architectures, and synergistic study of physical-layer and
system-level performance metrics.

III. Methodology and Design Flow Overview

An overview of our design methodology is illustrated in
Fig. 1. The sequence of design stages we employ for modeling
photonic interconnection networks primarily consists of six
design steps: 1) specification of the network building blocks;
2) specification of the target application; 3) modeling of the
network architecture; 4) system-level performance analysis;
5) physical-layer characterization; and 6) iterative refinement
of parameters and design.

Step 1 (as labeled in Fig. 1) involves the specification of
the fundamental network building blocks that will be used
for creating the interconnection network. The collection of
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Fig. 2. Subset of the photonic devices in the Interconnect Building Block
Library.

network building blocks is named the Interconnect Building
Block Library. Within this library is a set of photonic devices
that are characterized using the Basic Element Device Model
(Fig. 2), described in further detail in Section IV. Users of
this design methodology can choose to design a network
based on the included library of devices, or extend the library
themselves with other novel photonic building blocks.

The library for electronic building blocks consists of switch,
arbitrator, and buffer blocks for creating standard pipelined
routers. PhoenixSim leverages the Orion simulator [25] for
deriving detailed values for electronic delay and energy
dissipation. The electronic router model is highly configurable
and includes parameters for clock rate, buffer size, channel
width, and number of virtual channels. In addition to the
standard router design, the electronic router model also
includes additional methods for interfacing with photonic
devices. Electro-optic photonic devices can take an electronic
input to influence its optical behavior and are essential
components for enabling the active types of switching used
in some proposed networks [6], [12].

Next, Step 2 consists of specifying the target application.
PhoenixSim currently supports the use of both synthetically
generated traffic patterns and communication traces,
with eventual plans for integration with a cycle-accurate
microarchitecture simulator. A variety of synthetic
patterns have already been created within the environment
(e.g., random, hotspot, nearest neighbor, and tornado) and is
extensible to others. Communication traces can be generated
by monitoring the network traffic during the execution of
a real application and used as an input into PhoenixSim.
Performance results gained by using communication traces
are useful in assessing the application-specific performance
gains of photonic networks [15].

The design and modeling of the network occurs in Step 3
of the design flow. The devices from the Interconnect
Building Block Library can be combined to create higher-order
networking components and entire interconnection network
topologies. By accounting for the target applications, a
network architect can optimize the topology design to target
specific requirements such as message size, latency, and/or
throughput. For instance, Fig. 3 illustrates how a 4 × 4
nonblocking switch can be derived within PhoenixSim by
connecting various devices from the Building Block Library.

Step 4 involves the characterization of the network
architecture at the physical layer, which involves metrics
such as the optical power budget, crosstalk, and power
dissipation. The overall physical-layer performance of a

Fig. 3. (a) Schematic of a design for a 4×4 nonblocking photonic switch.
(b) Screenshot of how PhoenixSim composes the switch by instancing basic
photonic devices.

derived photonic component or topology can be determined
from the aggregate performance of the individual photonic
devices. Although this is not as rigorous as a true link-
level simulator, this hierarchical building process enables
an accurate first-order physical characterization of an entire
network through the characterization of a small number of
foundational components.

Step 5 measures the system-level performance characteri-
stics of the network architecture in terms of data throughput
and latency. Many of the physical properties that are identified
in Step 4 have an impact on network functionality and
scalability and play a crucial role in determining overall
system performance.

Finally, Step 6 forms the basis for an iterative process,
where the performance results and analysis of the modeled
network can be used to refine the topology design and
device parameters to further optimize the overall performance.
Previous work has demonstrated the effectiveness of this
iterative step. The initial physical-layer characterizations
showed the dramatic impact that waveguide crossing loss had
on performance and a subsequent analysis of a system with
improved crossings resulted in a dramatic improvement in
overall performance [14].

IV. Photonic Device Library

Our method for modeling photonic devices is designed
to enable the assessment of the physical-layer performance
at a first-order approximation while concurrently allowing
for system-level analysis with a reasonable computational
requirement. Many simulation packages use techniques such
as finite-difference time-domain (FDTD) to accurately model
an electromagnetic field according to Maxwell’s equations.
FDTD analysis, however, is usually limited to a single or
small set of devices since it is computationally intensive
and can have a large memory requirement. We use a
more efficient level of abstraction by establishing a set of
characteristic device parameters that are key to measuring
the physical and system metrics which are important to
our understanding of photonic interconnection networks. This
simplified model enables PhoenixSim simulations to run on
conventional computers in a period of minutes or hours.
The device characteristics can be determined experimentally,
through simulation, or projected. This set of modeled devices
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Fig. 4. Parameters for characterizing a photonic device using the Basic
Element Model.

composes the Photonic Device Library. While the descriptions
included in this paper mostly highlight silicon ring-based
topologies, the modeling methodology can easily be used to
describe devices based on other technology domains such
as Mach-Zehnders (also described in this section), photonic
crystals, and MEMS.

The parameters used to describe basic photonic devices,
called Basic Elements, are shown in Fig. 4. We refer to
optical inputs and outputs as ports. Each port is physically
bi-directional, therefore ports from which an optical signal
can ingress into can also be used to egress from, and
vice versa. Certain network topologies may still require uni-
directional operation of the ports to facilitate simplicity or
satisfy some other design requirement. Nonetheless, the bi-
directional nature of each port is still represented for accuracy.
The ports of the device are enumerated 0. . .N − 1 where N is
the number of ports of a photonic device. N also determines
the size of additional parameter matrices used in defining the
photonic device behavior and characteristics.

We use a logical routing table to determine the path a
message takes through the device. Fig. 4 shows how the
routing table can be represented as a length-N vector, where
the index represents the ingression port of an optical signal
and the value at the index represents the egression port.

Additionally, we use two tables to represent the latency
and the optical insertion loss properties of the device. Each
property is represented as a N×N matrix where the row
corresponds to the port through which the optical signal
ingresses from (input) and the column represents the port from
which the optical signal egresses from (output). Each entry
in a matrix corresponds to the value used for the particular
input/output combination. The latency for a particular input-
output port combination is measured as the time between when
optical signal enters the input port and when the same optical
signal exits the output port. The insertion loss is a measure
of the optical power attenuation an optical signal receives
when traveling through a device and is useful in characterizing
network-level insertion loss and crosstalk.

A. Static Elements

The Basic Element Model is most suitable for describing
static optical devices that have characteristics that do not

change at runtime. The current library of devices focus on 2-D
planar devices that are capable of being fabricated in a CMOS-
compatible process. These static devices include waveguides,
waveguide bends, waveguide crossings, and couplers.

1) Waveguides: Waveguides act as the optical wires used
to link all the various devices, sources, and destinations.
Optical signals that travel along a waveguide exhibit
insertion loss in the form of propagation loss which is the
attenuation experienced from traveling through the waveguide.
Propagation loss is affected by a variety of parameters
including waveguide dimensions, fabrication technique, and
material properties. Waveguides are modeled as 2-port devices
with parameters for length, group velocity per unit length, and
insertion loss per unit length.

A waveguide’s routing table is [1, 0]; which indicates that
an optical signal ingressing on either end will egress on the
opposite side. For a waveguide of length Lwg and propagation
delay twg, the latency matrix will be

Latencywg =

[ − Lwgtwg

Lwgtwg −
]

. (1)

Note that the elements along the diagonal represent the
latency of a reflection. Since reflections are nonexistent in
waveguides, the elements of the matrix that represent the
latency of the reflection are marked as do not-care values.
Similarly, the same waveguide with propagation loss of αwg

will have a insertion loss matrix of

Losswg =

[ ∞ Lwgαwg

Lwgαwg ∞
]

. (2)

While reflections do not occur in the waveguide, it is
useful to assign infinite insertion loss to the reflection path
for crosstalk calculation purposes.

The production of low-loss on-chip waveguides for
the CMOS platform is an important goal in realizing
integrated photonic networks. Silicon waveguides with cross
sectional areas of approximately 500 nm × 250 nm have been
demonstrated with a 1–2-dB/cm insertion loss using [26], [27].
Lower losses can be achieved using more exotic fabrication
techniques such as with etchless silicon waveguides that have
been shown to have losses of 0.3 dB/cm [28]. The freedom
of parameter specification also enables the investigation of
waveguides composed of nonsilicon materials such as silica
fiber (losses on the order of tenths of a dB per kilometer) and
silicon-nitride (losses of 0.1 dB/cm, [29]).

2) Waveguide Bends: Bends in waveguides are required to
properly direct all the optical paths in the creation of switches
and topologies. Waveguide bends contribute additional
insertion loss to the waveguide’s existing propagation loss,
which we refer to as bending loss. Bends are modeled as
2-port devices and take parameters for loss per degree and
angle of the bend. Silicon waveguide bending losses have been
experimentally measured to be 0.005 dB per 90° turn with a
bending radius of 6.5 μm [26].

3) Waveguide Crossings: Waveguide crossings are
inherently required in silicon-based on-chip topologies due to
the 2-D planar nature of the technology platform. Crossings
occur whenever two waveguides intersect and can exhibit both
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Fig. 5. Organization of building block element classes within PhonixSim.

insertion loss and crosstalk which can have an impact on
system scalability and performance. This is in distinct contrast
with electronic interconnects, which do not allow arbitrary
crossings of two wires since this would cause a short circuit.
The model for crossings are configured as 4-port devices with
parameters for the loss and crosstalk.

Since many topologies require a large number of waveguide
crossings, it is important for these devices to exhibit both low
insertion loss and low crosstalk. A 6 μm × 6 μm double-etched
crossing design has been fabricated and tested, and was shown
to have fairly low insertion loss at 0.16 dB and high crosstalk
suppression at about −40 dB [30].

4) Couplers: The cross-boundary interface that separates
the on-chip and off-chip domain presents a distinct situation
where photonics can break through performance bottlenecks
that are typically experienced by electronics. The capacitive
effects of metal wires cause limitations in both the distance
and rate at which data can be transmitted electronically,
consequently causing problems when trying to scale I/O
performance which can potentially require long wires that
travel off-chip and across a board. Instead, optical signals are
practically transparent to these issues and can be transmitted
without penalty to extremely long distances and extremely
high data rates. The optical I/O interface between the on-
chip and off-chip world is a coupler, which is essentially
a device for transferring light from one guiding medium to
another (e.g., from an on-chip silicon waveguide to an off-
chip silica fiber). This is modeled as a 2-port device with a
single parameter for insertion loss.

There are currently two methods for implementing a
coupler. Lateral coupling can be accomplished by building
a nanotaper at the perimeter of a chip to couple into a
fiber and has been calculated to have theoretical losses of
under 1 dB [31]. Vertical couplers enable the I/O interface
to be placed on the planar surface of the chip and can be
accomplished with a Bragg grating for a ∼1-dB loss [32].
The advantage of vertical coupling over lateral coupling is
the ability to position optical I/O ports anywhere on the chip.
However, vertical coupling is fairly wavelength dependent due
to the selectivity of Bragg structures while lateral coupling is
spectrally more broadband.

B. Ring-Resonator Elements

Ring resonators are waveguides that form a closed loop
which can be designed to manipulate the flow of light in a
way that enables network functionality. Light interacts with
the rings at specific periodically spaced wavelengths in the
optical spectrum, called resonant modes. Light that enters the

Fig. 6. Propagation through a ring-resonator device depends on the signal
wavelength and the resonant modes of the device. (a) Small rings with larger
mode spacings (shown as periodic peaks) can be designed to interact with
a single wavelength channel from a WDM signal (indicated by arrows).
(b) Broadband switch have tightly spaced modes, enabling many WDM
channels to couple into the device cohesively. (c) Path of propagation depends
on whether the wavelength of the message is on or off-resonance with the
ring.

ring is said to exhibit on-resonance behavior, whereas light
that is transparent to the ring is said to be off-resonance. The
free spectral range (FSR) specifies the spacing of the modes,
which is inversely proportional to the optical length of the
ring. A large-diameter ring will exhibit a small FSR (more
spectrally dense), while a small-diameter ring will exhibit a
large FSR (more selective). The FSR can be manipulated
either by altering the physical length of the ring loop or
by dynamically changing the refractive index of the device
through electrical or thermal methods. Electrical manipulation
can be accomplished by creating a p–i–n structure on the ring
with the waveguide acting as the intrinsic region. Electrically
biasing the p–i–n structure will cause a shift in refractive
index due to the free-carrier plasma dispersion effect in
silicon [33]. This contrasts with thermal manipulation which
uses the thermo-optic properties of the material for index
changes [34]. By using these techniques, the ring resonator
can be engineered to perform a diverse range of network
tasks [35]–[39].

To model the various ring resonator devices, we extend the
Basic Element Model with subclasses for Ring Elements and
Dynamic Elements (Fig. 5). The Dynamic Element Model is
used to describe active devices which can exhibit changes in its
routing table, latency matrix, and loss matrix during runtime.
The properties of the active device during its operation
is defined by state variables which can be changed and
controlled. The Ring Element Model supports the definition
of the resonant behavior of the devices. The behavior of
ring-based devices is determined by the wavelength of the
optical signal that interacts with the component. Also shown
in Fig. 5 is how Dynamic-Ring Elements can be derived from
the individual Ring and Dynamic Element. For instance, a
ring-based broadband switch consists of a combination of ring
resonators and electrical logic (described below) and can be
electro-optically controlled to alter the optical flow of data.

1) Filters: Optical filters are useful in selectively extracting
a subset of wavelengths from a WDM message. In the limiting
case, an extremely small ring will have a large FSR and
allow the filtering of a single wavelength channel. Filtering
is accomplished by aligning the spectral mode of the ring
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with the wavelength channel of interest [Fig. 6(a)]. Light
at wavelengths that align with the mode of the ring (on
resonance) will couple from the ingression waveguide, into
the ring structure, and out onto a secondary waveguide;
wavelengths of light that are not aligned (off resonance) will
be unperturbed by the ring and continue down the injection
waveguide [Fig. 6(c)]. We model ring filter devices as single-
state 4-port Ring Elements with a parameter for the ring
diameter (assuming a circle). Ring filters have been fabricated
and demonstrated on SOI with 3-μm radius, corresponding to
an FSR of 30 nm [39].

2) Broadband Switches: Ring resonators are also capable
of controlling the flow of an entire WDM message by aligning
each wavelength channel to a mode of the ring [Fig. 6(b)].
This can be accomplished in a limited spectral range by
using a large ring with a correspondingly small FSR. When
all the wavelength channels are on resonance, the entire
WDM message will couple into the ring and onto a second
waveguide, similar to the case of the filter. Additionally, if
the FSR is manipulated electro-optically, all the modes can
be shifted so that the wavelength channels are no longer
on resonance, thus causing the entire WDM message to
not couple into the ring. This functionality is illustrated
in Fig. 6(c) for both a single-ring 1×2 photonic switching
element (PSE) and a double-ring 2×2 PSE. These broadband
switch elements are modeled as two-state 4-port devices. A
1×2 switch composed of a ring with a 100-μm radius and 0.8-
nm FSR was shown to be capable of switching 20 wavelength
channels simultaneously [38]. Elsewhere, a fifth-order switch
was demonstrated being able to simultaneously route nine
40-Gb/s wavelength channels for an aggregate data rate of
360 Gb/s [37].

3) Modulators: Ring-based modulators are essentially
high-speed switches. By electro-optically flipping the ring
between an on and off-resonance state, a series of 0s and 1s
can be encoded onto an optical stream of light. Light that
couples into the ring will not egress into another waveguide
like the filters and switches, but will eventually dissipate
within the ring. A modulator array can be formed with
multiple ring modulators so that several wavelength channels
can be encoded in parallel, creating a WDM signal (Fig. 7).
Modulators should have a small ring diameter to create a large
FSR to ensure that the modulation does not interfere with other
spectrally adjacent wavelength channels. The modulator device
is modeled as a single-state device with parameters for energy
dissipated per modulated bit and ring diameter. Ring-based
modulation has been demonstrated at rates of 12.5 Gb/s in a
5-μm radius silicon ring resonator [36].

4) Receivers (Photo-Detectors): Photodetectors are used
for converting optical messages back into the electrical
domain. While the detection element itself is not a ring
resonator, photo-detectors still require rings to properly filter
individual wavelength channels from an entire WDM message.
Each ring filter will only allow the light from a single
wavelength channel to be incident on the photo-detector
it precedes, thereby allowing the receiver to convert a
single wavelength channel’s worth of data back into the
electrical domain. Similar to modulators, filtering should be

Fig. 7. Schematic of the conversion process between the spatially parallel
electronic domain and wavelength-parallel optical domain.

accomplished without disturbing other adjacent wavelength
channels by using as high an FSR as possible. The detector
sensitivity determines the minimum signal power that must be
received at the photo-detector in order for data to be properly
recovered from the optical domain and is an important
parameter for determining the optical power budget (as
discussed in Section V). This ring-based detection device take
parameters for energy dissipated per detected bit, sensitivity,
and ring diameter. Integrated high-speed germanium detectors
have been demonstrated operating at speeds of 40 Gb/s
[40], [41].

C. Mach–Zehnder Elements

Switches and modulators can also be designed using the
principle of Mach–Zehnder interferometry (MZI). Mach–
Zehnder devices are designed to operate relatively uniformly
over a large wavelength range and do not exhibit the sharp
resonant peaks that ring resonators have. For instance, a
MZI-based device can be used to modulate wavelengths of
light that span a large continuous wavelength range while
ring-resonator modulators are limited to specific resonance
wavelengths. However, this operational difference between
Mach–Zehnder devices and ring-resonator devices causes
them to not be interchangeable. The ring-based network
architectures analyzed in Section VI are not compatible with
these devices and would require significant changes in the
designs. Models for 1 × 2 and 2 × 2 Mach-Zehnder switches
are currently included in the Photonic Device Library. A
modulator and switch based on MZI has been demonstrated
operating at up to 10 Gb/s [42].

V. Physical-Layer Performance Analysis

The consideration of the photonic technology domain
presents new design challenges that must be satisfied in
order to produce feasible interconnect designs. Similar to
electronics, it is important for photonic networks to consider
power dissipation and system-level performance. Furthermore,
photonic networks must also consider metrics that have no
electronic equivalent such as insertion loss, the optical power
budget, noise, and crosstalk. While a comprehensive analysis
of a photonic interconnect design would involve the actual
fabrication and operation of such a system, this is currently
unrealistic since full-scale photonic on-chip networks are still
in early stages of research. Therefore, the tools presented here
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Fig. 8. Relationship of various parameters affecting the optical power
budget. The difference in power of the total WDM signal (large arrow on
the left) and the individual wavelength channels (five smaller arrows on the
right) constrains the scalability of the system.

can give important insight into the physical feasibility of the
designs and the performance that is expected.

A. Optical Power Budget

The optical power budget of a photonic network assesses the
amount of WDM parallelism and insertion loss that can be
tolerated. Many currently proposed photonic interconnection
networks assume off-chip lasers to provide the optical sources,
which are then coupled into the chip where they are modulated,
routed, and received. Optical amplification in an on-chip
environment is not easily accomplished in the CMOS platform.
For this reason, the power that is received at the photodetectors
must remain above a certain power threshold (labeled the
detector sensitivity in Fig. 8) to ensure proper detection of
data bit streams. This limitation can be partially compensated
for by increasing the optical power that is injected into the
chip. However, this also exhibits an upper limitation due to
nonlinearities of the silicon material which will potentially
distort the signal. Distortions are caused by nonlinearities
within silicon which contribute additional insertion losses and
can also causes unwanted shifts in the resonances of ring
resonators. This limit is labeled as nonlinear effects in Fig. 8.
The difference in the two thresholds is called the optical power
budget.

As shown in Fig. 8, the optical power budget affects the
design choices of a given network architecture by constraining
the sum of the WDM factor and the network insertion loss.
The WDM factor measures the power difference between an
entire WDM signal and its constituent wavelength channels.
This factor needs to be accounted for since the nonlinearity
threshold is determined by the total power in the waveguide
while the detector sensitivity depends on the power in the
individual wavelengths. The remaining portion of the optical
power budget must accommodate the worst-case insertion
loss that an optical message could receive in the network.
Fig. 9 shows an example of the calculation involved in
determining the insertion loss for an optical signal being
injected into a small network segment at 1 dBm. The signal
is ejected at 0.24 dBm after propagating across a 0.1-cm
distance, passing by two ring resonators, and entering four
waveguide crossings. The total loss for this example is
0.76 dB. For a full-scale photonic network, all valid optical
paths need to be examined to determine the highest-loss
path.

Fig. 9. Calculation of insertion loss for a small network segment.

The relationship between the various device limitations and
system-level metrics is summarized in the inequality

P − S ≥ ILmax + 10log10n (3)

where P is the power threshold we limit the optical power to
and S is the detector sensitivity. The optical power budget is
P − S. The worst-case optical path in terms of insertion loss
is ILmax and n specifies the number of wavelength channels
being used. P , S, and ILmax are expressed in decibel units.

While it may be desirable to maximize the number of
wavelength channels used to increase bandwidth through
parallelism, and to create scalable photonic networks at
the cost of higher insertion losses, (3) shows the inherent
limitation to this. From an architectural standpoint, P and S

are fundamental design constraints imposed by the photonic
devices. Therefore, a designer must strike a balance between
the desired link bandwidth and the desired complexity of the
network. In Section VI, we illustrate the evaluation of these
tradeoffs which are made possible by PhoenixSim.

B. Data Integrity

A variety of interactions in a photonic interconnection
network will work to degrade the integrity of transmitted
data. Our current noise modeling methodology accounts
for intensity noise generated at the laser sources, inter-
message crosstalk, intra-message crosstalk, and electrical noise
generated by the optical receivers (Fig. 10). The standard
figure of merit for measuring the quality of signal is the signal-
to-noise ratio (SNR) which is defined as the ratio between
signal power and noise power. From a system perspective, the
SNR can be used to determine the statistical likelihood that
each bit of data is transmitted erroneously (e.g., a transmitted
0 is detected as a 1), also called a bit error rate (BER). An
understanding of the potential noise in any interconnection
network is critical to determining the effective throughput of
the system since error detection and correction will invariably
cause performance overheads.

The first source of noise is from the laser sources which
inherently cause random fluctuations in an optical signal,
called intensity noise. This noise is quantified as relative
intensity noise (RIN), which is the ratio of the power variance
of the optical signal to the mean optical power squared.
Quantum cascade lasers have a measured RIN on the order of
−150 dB Hz−1 with an output of 10-dBm mean optical power
[43]. To convert to a SNR, we use the relation [44]

SNRlaser =
m2

2B · RIN
(4)
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Fig. 10. Sources of noise and crosstalk within a chip-scale photonic system.

where B is the noise bandwidth, assumed equal to the
modulation rate, and m is the modulation index, equal to 1−E,
where E is the extinction ratio of the modulator.

A second source of noise is inter-message crosstalk
which occurs when multiple photonic messages concurrently
propagate through a photonic device. In a waveguide crossing
for example, the ideal situation is for two orthogonally
propagating messages to be completely isolated from each
other with no interaction. However, in reality a small amount
of optical power from each message will leak onto the other
message. A similar situation occurs in ring-resonator filters
and switches due to imperfect coupling of each wavelength
channel.

For the N-port device, the crosstalk power that a message
on a particular port receives is given by the sum of the power
that is leaked by any existing messages on the other N − 1
ports. If M is the set of all signals present in the device and
the power of a signal k is given by the variable Pk, then the
crosstalk power seen by signal s is given by∑

k∈M,k �=s

Pk

IL(portink, portouts)
(5)

which aggregates the unwanted signal power that leaks into
the output port being used by s. Function IL refers to the
insertion-loss matrix (that was described in Section IV) of
the device model with arguments for the input and output
port. In (5), portink denotes the input port of a message k,
and portouts denotes the output port of s. This calculation is
a first-order approximation that only considers crosstalk for
messages that coexist in a device and not from leaked power
that propagates across multiple devices before interfering with
a foreign signal.

A third source of noise called intra-message crosstalk
occurs due to imperfect filtering. For example, in order
for a WDM message to be received and converted into an
electrical signal, each wavelength channel must be individually
filtered and fed into a photo-detector. Due to imperfect
extinction, power from the adjacent wavelength channels will

leak through causing an additional source of noise. Intra-
message crosstalk will also occur in any other location in
a photonic network where filtering functionality is involved.
The spectral response of a ring resonator mimics a periodic
Lorentzian function. For simplicity we assume a periodic flat
passband and constant extinction ratio for the stop bands.
Lastly, our receiver model includes thermal and shot noise.

The combined effect of these multiple sources of noise can
be used to compute an SNR for the final detected signal as
follows:

SNR =
P

Nlaser + Ninter + Nintra + Ntherm + Nshot
(6)

where P is the signal power and N corresponds to the noise
power associated with the noise or crosstalk source indicated
by the subscript.

C. Power Dissipation

To compute the power dissipation of the modeled networks,
we add up the energy dissipation events from all devices.
Our photonic device library tracks the power dissipation
according to the type of model that is used, and can
include both static (over a duration of time) and dynamic
(instantaneous) power dissipation. Dynamic Element devices
can have static power dissipation, which is determined by
the occupied state. Dynamic Element devices can also have
dynamic power dissipation, which is accumulated whenever
there is a state transition. An additional source of power
dissipation are Ring Element devices, which require constant
thermal tuning to compensate for fabrication uncertainty and
ambient temperature shifts. Modulator and Detector Elements
also dissipate power during the transmission and detection of
data, respectively.

Electronic routers are modeled as standard three-stage
pipelines. The power modeling of the electronic routers is
accomplished by leveraging the Orion simulator, which is
currently capable of modeling down to the 32 nm technology
node [25].

VI. Case Study

In this section, we model two different photonic
interconnection networks to demonstrate our methodology and
the main capabilities of PhoenixSim. The tools presented in
Section V are used to quantify the performance of the networks
and to demonstrate design spaces that are allotted by our
physical-layer analysis. This case study serves to demonstrate
the various capabilities of the simulator. We will show that
the two networks offer different advantages depending on the
considered metric and traffic pattern. Therefore this analysis
serves to give system architects recommendations based on
their design objectives.

The first photonic network we model for this case study is
the Photonic Mesh, a circuit-switching architecture originally
proposed by Shacham et al. [12] for high-bandwidth optical
communications on future CMPs. The network architecture
consists of a photonic network plane and an electronic
network plane. The electronic plane is used to transmit control
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Fig. 11. Photonic Mesh topology. (a) High-level representation of a 4×4
Photonic Mesh. Parallel lines indicate two unidirectional waveguides, which
are paired together to form bidirectional links. Boxes represent higher-order
photonic components, which are labeled X for 4×4 nonblocking crossbar
switch, I for injection gateway, and E for ejection gateway. Also shown are
detail schematics of the (b) 4 × 4 nonblocking crossbar switch, (c) injection
gateway, and (d) ejection gateway.

messages and provision optical resources for establishing
circuits on the photonic plane where the data messages are
actually transmitted. The Photonic Mesh [Fig. 11(a)] is similar
to a typical electronic mesh since it is laid out in a matrix-like
configuration of nodes, and has mechanisms for switching,
entering the network, and exiting the network at each node.
Although the mesh-based design presented here exhibits
lower path diversity than previously proposed circuit-switching
topologies [13], [14], the simpler architecture is beneficial to
overall performance by lowering total insertion loss.

A 4 × 4 nonblocking crossbar switch [Fig. 11(b)] is found
at each node of the network and is optimized for dimension-
ordered routing (which is the case for the Photonic Mesh)
by minimizing insertion losses along propagation paths that
do not turn through the switch [45]. The injection gateway
[Fig. 11(c)] and ejection gateway [Fig. 11(d)] designs, which
are used by the underlying processing cores to transmit and
receive optical data, are adapted from the TorusNX topology
to help further reduce insertion loss overhead caused by more
complex injection/ejection schemes [14]. Each switch and
gateway is constructed using the devices previously described
in Section IV.

The second photonic network we model for this case
study is the Photonic Crossbar (Fig. 12). This design uses
the crossbar concepts used previously in the Photonic Clos
topology [7]. A set of waveguides are routed in a serpentine
manner so that they intersect with all gateways in the network.
Each individual waveguide is configured with two modulator
banks and two receiver banks to connect a unique pair of
gateways. For a topology with G gateways, a set of G · (G −
1)/2 waveguides is required to fully connect the network.
Since the required number of waveguides grows quadratically

Fig. 12. Photonic Crossbar topology. (a) High-level representation of a 2×4
Photonic Crossbar, connecting 16 cores. Boxes represent gateways with a
concentration of two processing cores. (b) Detail schematic of the Photonic
Crossbar gateway, showing 49 bypass waveguides and seven waveguides
with modulator and receiver banks used to communicate to the other seven
gateways.

with G, it can be advantageous to concentrate the traffic of
a set of processing cores through a single photonic gateway.
Each gateway exploits the bidirectionality of the waveguides
and avoids receiving its own modulated signal by transmitting
and receiving on different sets of wavelengths.

Fig. 12(a) shows an 8-gateway network with two processing
cores connected to each gateway. The gateway design is
illustrated in Fig. 12(b). The gateway contains 49 bypass
waveguides which are ignored, and is connected to the
remaining seven waveguides through a set of seven modulator
banks and seven receiver banks. Each connected waveguide
will transmit to and receive from one of the other seven
gateways in the network. Attached to each photonic gateway
is a 9-port electronic router which must transport messages
to and from the group of cores to the appropriate photonic
transmitter or receiver bank.

A. Optical Power Budget Analysis

First, we used PhoenixSim to model both photonic
topologies and analyze the worst-case insertion loss for
network radixes from 2×2 (four nodes) to 10×10 (100 nodes).
The insertion loss parameters used in this paper are derived
from experimentally demonstrated results and are listed in
Table I. Fig. 13 shows the maximum total loss exhibited within
each network and the breakdown according to type of loss. All
network sizes assumed total chip dimensions of 2 cm × 2 cm
and the size of the network is designed to span the entire
chip. Hence the spacing between nodes will decrease with
larger radixes. Crossing loss and propagation loss are the most
significant contributors to total loss in the Photonic Mesh and
Photonic Crossbar, respectively. The 10 × 10 Photonic Mesh
has 18.1 dB of crossing loss caused by the existence of a
network path with 113 waveguide crossings, accounting for
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TABLE I

Insertion Loss Parameters

Parameter Value Reference
Propagation loss (silicon) 1.7 dB/cm [26]
Waveguide crossing 0.16 dB [30]
Waveguide bend 0.005 dB/90° [26]
Drop into a ring 0.6 dB [38]
Pass by a ring 0.005 dB [38]

Fig. 13. Insertion loss results for the (a) Photonic Mesh and (b) Photonic
Crossbar of varying sizes. Labeled values that overlay the columns indicate
the worst-case total network-level loss values. Columns illustrate the worst-
case loss associated with the individually labeled loss component which does
not necessarily occur in the network path with the worst total loss.

approximately 63% of the total network-level insertion loss.
The serpentine waveguide design of the Photonic Crossbar
causes repeated traversals of the chip, therefore causing high
propagation loss. This analysis is an important indicator for
device researchers who may seek to focus on improving the
performance of a specific type of network architecture.

By taking the insertion loss results and applying (3), we
can derive the allowed number of wavelength channels for
varying radixes and optical power budgets (Fig. 14). For the
specified optical power budgets, points below and to the left of
the plotted curve indicate physically realizable combinations
of network size and number of wavelength channels. For
example, both networks are realizable as a 4 × 4 network
using 32 wavelength channels with devices that stay above
a 30-dB optical budget, however the fabrication of an 8 × 8
network with 32 wavelength channels and a more aggressive
40-dB budget will only be possible for the Photonic Mesh.
Furthermore, the plot indicates that the Photonic Crossbar is
not capable of operating at sizes of 10×10 or greater with a
30-dB optical power budget.

B. Network Performance

The performance and power dissipation of the on-chip
network are both important considerations for future scaling

Fig. 14. Wavelength channel allotment in the Photonic Mesh and Photonic
Crossbar for varying network sizes and optical power budgets.

of CMPs. For this analysis, we assume a 64-core processor
and compare the performance of the Photonic Mesh, the
Photonic Crossbar, and a traditional electronic mesh. In
each of the three networks, we assume a 2.5-GHz operating
frequency for both electrical and optical signaling. Both
photonic networks assume the use of 128-wavelength channels
(the Photonic Crossbar will have two bi-directional 64-
wavelength channels). Electronic routers for the Photonic
Mesh are modeled with a 32-bit channel width and buffer size
of 128 bit, which equates to a buffer depth of four control
messages. Electronic routers for the Photonic Crossbar and
electronic mesh have a 64-bit channel width and a 1024-bit
buffer size. Additionally, for the Photonic Crossbar we assume
a concentration of eight cores per gateway. All simulations are
based on uniform random traffic.

Fig. 15 plots the network-level bandwidth and latency of the
three networks under consideration. For 1-kbit messages, we
see that the Photonic Crossbar exhibits the highest throughput.
The Photonic Mesh performs the worst as a result of the costly
overhead associated with circuit switching. In the case of
100-kbit messages, the Photonic Mesh now achieves the best
performance since the latency overhead of circuit switching is
now amortized over the duration of the message transmission.
This indicates that the most suitable network design will be
dependent on the type of traffic exhibited by the system.

C. Data Integrity Analysis

Whereas the insertion loss has an impact on physical
size and bandwidth of the network, the noise has an impact
on the quality of the data stream. Given the same network
configuration used in the Network Performance results, the
average noise power for each wavelength channel for all
WDM transmissions under saturated random-traffic load is
plotted in Fig. 16. These noise power results are based on
the crosstalk and noise parameters listed in Table II. In this
network, laser intensity noise, thermal noise, and shot noise
are negligible quantities in comparison to inter-message and
intra-message crosstalk.

In both networks intra-message crosstalk predominately
occurs at the ejection gateway where filters are used to
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Fig. 15. Bandwidth and latency performance on the Electronic Mesh,
Photonic Crossbar, and Photonic Mesh for (a) 1-kbit and (b) 100-kbit message
sizes.

select individual wavelength channels. The amount of intra-
message crosstalk power exhibited by each optical message
is predominately dependent on the number of co-propagating
wavelengths. Therefore, it is practically independent of both
network load and message size. We see that across the two
different message sizes, the amount of intra-message crosstalk
power remains approximately constant.

The trend in inter-message crosstalk reflects the probability
that two WDM messages will intersect in the network.
The Photonic Crossbar exhibits zero inter-message crosstalk
since it contains no crossings or switches where a message
intersection could occur. A longer duration optical packet from
using fewer wavelength channels or large message sizes will
create a scenario where the photonic message will occupy
the network for a longer period of time, thereby increasing
the likelihood that another message will be instanced in the
network and interfere. In Fig. 16, we can see that indeed larger
messages in the Photonic Mesh do produce a non-negligible
amount of inter-message crosstalk.

Lastly, PhoenixSim also determines the signals SNR when
the message is finally received. For 1-kbit message sizes, the
average electrical SNR of the Photonic Mesh and Photonic
Crossbar optical link is 6.4 dB and 3.5 dB, respectively. For
100-kbit message sizes, the average SNR for the Photonic
Mesh and Photonic Crossbar is 6.5 dB and 2.9 dB, respectively.
These results indicate that the Photonic Crossbar relatively
outperforms the Photonic Mesh with respect to signal integrity.
However these values also conclude that the optical link
integrity of both networks will be detrimentally compromised.
This performance penalty can be rectified by improved filter
performance or through the use of fewer wavelength channels.

D. Power Dissipation Analysis

Last, we compare the power dissipation of the Electronic
Mesh, Photonic Mesh, and Photonic Crossbar, assuming the

TABLE II

Crosstalk and Noise Parameters

Parameter Value Reference
Laser (relative intensity noise) −150 dB/Hz [43]
Modulator (extinction ratio) 16 dB [46]
PSE through-port (extinction ratio) 25 dB [38]
PSE drop-port (extinction ratio) 20 dB [38]
Waveguide crossing (crosstalk) −40 dB [30]

Fig. 16. Average total noise power accumulated by each optical message in
the Photonic Mesh and Photonic Crossbar for saturated network load. Laser
noise, thermal noise, and shot noises are negligible quantities and are not
listed.

same system configuration as before and the power parameters
listed in Table III. The total power dissipation of each
network, operating with maximum load, is plotted in Fig. 17.
Each column is broken down into categories of photonic-
related dissipation from ring modulators, photodetectors,
optical switches, and thermal feedback tuning, and electronic-
related dissipation from router logic, router buffers, and
wires. While SerDes would be required in many proposed
photonic interconnect architectures for every ring modulator
and photodetector to up and down convert to the photonic
transmission clock, in this case study we assume the same
2.5-GHz clock for both electronic and photonic domains.

Regardless of the message size the Electronic Mesh
dissipates approximately 8 W of power and the Photonic
Mesh dissipates approximately 5 W. This is a result of both
networks relying on some electronic routers to route data.
Data on the Photonic Mesh is only transmitted optically,
which provides a significant savings in power when the
circuit-switching overhead can be amortized. In terms of
energy efficiency when transmitting 1-kbit messages, the
Photonic Crossbar outperforms the other networks at 2.9 pJ/bit,
while the Photonic Mesh performs the worst at 55.9 fJ/bit.
Nonetheless, with the larger 100-kbit messages, the Photonic
Mesh achieves the highest efficiency with 3.2 pJ/bit as a
result of the efficient optical transmission. This message-
size/efficiency relationship of the circuit-switched Photonic
Mesh design is a useful indicator as to which photonic design
may be ideally suited for various application traffic patterns.



CHAN et al.: PHYSICAL-LAYER MODELING AND SYSTEM-LEVEL DESIGN OF CHIP-SCALE PHOTONIC INTERCONNECTION NETWORKS 1519

TABLE III

Power Dissipation Parameters

Parameter Value
Modulators (dynamic energy) 85 fJ/bit
Modulators (static energy) 30 μW
Photodetectors 50 fJ/bit
PSEs (dynamic energy) 375 fJ/bit
PSEs (static energy) 400 μW
Thermal ring tuning 100 μW/ring

Fig. 17. Network-level power dissipation breakdown of the Electronic Mesh,
Photonic Mesh, and Photonic Crossbar for transmission of 1-kbit and
100-kbit messages. Values overlaying each column indicate the energy
efficiency of the network in units of pJ/bit.

For instance, photonic circuits have been shown to be ideally
suited for many classes of scientific applications that require
long data messages [15].

VII. Conclusion

We have described a methodology for modeling, designing,
and analyzing photonic interconnection networks at both the
physical-layer and system-level. A Photonic Device Library
has been devised to describe any type of fundamental photonic
elements, which can then be combined and used to model
large-scale photonic components and network topologies.
We developed a set of physical-layer tools to accurately
determine physical properties of the photonic networks and
examine how they impact the network architectures in
terms of system performance. Our PhoenixSim environment
implements this methodology, which we have made open
source and publicly available. We illustrated the capabilities
of PhoenixSim through the analysis of two photonic networks
and showed how various system-level design tradeoffs are
made possible through an understanding of the physical-
layer characteristics. The device library, analysis tools, and
simulation environment form a comprehensive design flow for
understanding and designing photonically enabled computing
systems.
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