Part I

1. A

2. T

3. T

4. c

5. a

6. b

7. a

8. d

Part II

1. b is not quiescent. That's because there is immediately a capture that

white can make. Note that the evaluation function that counts material

gives equal scores to the two boards, even though b is clearly better

for white. Quiescent search will continue searching until no more captures

can be made for white and then the evaluation function will be a more

realistic measure.

2. No. Manhattan distance will overestimate the distance from A to B.

IT counts city blocks and the king could move along the diagonal which

will be shorter. An admissable heuristic must compute a cost that is

always less than the actual cost.

3. a. All French wines cost more than all Australian wines.
(w(y French (w) ( Australian (y) ( Price (w) ( Price (y)

b. The best Australian wine is better than some French wines.
( w ( y Australian (w) ( French (y) ( quality (w) ( quality (y) ((z Australian (z) ( quality(w) ( quality (z)
4.

(x (y( w ( z grandmother(x,y) ↔ mother (x,z) ( ((father(z,y) V mother z(y))

(x (y( w ( z cousin (x,y) ↔ (mother(z,x) ( sibling(z,w) V father(z,x) ( sibling(z,w)) ( (mother(w,y) V father (w,y))

5. We didn’t cover planning this semester. It will not be on the final.

6. a. For vision, we would expect to have a variety of different handwritten versions of a digit along with the correct label. The program might use  features like concavity, direction of stroke, particular points on a grid.
b. For NLP, we would have an aligned corpus of French and English sentences like the Canadian Hansards. For features, we could use words, ngrams (e.g. bigrams would tell what two words are likely to occur together), score given by a language model for an English sentence.

Part III. 

1. A. only ii is true
b. P(H)*(PG|H)*P(notR|H,G)*P(notR|notJ)
.01*.4*.2*.8

c. Has the right connections will influence whether he gets an excellent recommendation. So, an additional node labeled HC would be added which has its own probability of being true and which points into R. An additional line would be added into the tableof probabilities for R. 

2. Resolution theorem proving

a. Negate goal:
( (x(y(x(y)

Move negation inwards and reverse quantifiers:

(x(y( (x(y)

Introduce skolem constant for existential:

(y( (a(y)

Drop all universal quantifiers:

Goal: ( (a(y)

KB:  (t(t+1)

Unify a/t:  

( (a(y)

(a(a+1)

Unify y with a+1:

( (a(a+1)

(a(a+1)

We’re left with a contradiction.

b. Negate goal:

((D->E)

Put in conjunctive normal form:

(((DVE)

D((E

Put KB in conjunctive normal form:

(A->E

AV(E

E(A(D

E-> A(D  and A(D -> E

(EV( A(D  ) and ((A(D  )VE

(EVA


(AV(DVE

(EVD

So now we have the following clauses:

1, AV(E

2. (EVA 

3. (EVD

4. (AV(DVE

5. D

6. (E

Resolution:

R1: 4 and 6 gives (AV(D

R2: R1 and 5 gives (A

R2 and 1 gives E

R2 and 2 gives (E and we have a contradiction, so we’ve proven the goal

3. This was solved in class. 
1. Compute the probability overall of classical music. Count times classical occurs divided by total number of lines. Then probability of each attribute given classical

Prob(class)*Prob(morning,class)*P(homework,class)*P(programming,class)=

.5

*3/4


*3/4

*2/4

2. Do the same for pop music

Prob(pop)*Prob(morning,pop)*P(homework,pop)*P(programming,pop) =

.5

¼

¼


2/4

The probability for classical music is greater.

4. Solution is not written up.

