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Abstract—802.11 wireless mesh networks are an at- one channel can communicate directly [21], [22], [23],

tractive alternative to wired local and metropolitan area
networks. To increase the utilization of the 802.11 spectm
in these environments, recent work has explored how to
utilize the entire 802.11 spectrum when transmitting data
through the mesh network. This paper reports on our

[1], [25].

In this paper, we also consider channel assignment

problem for mesh networks consisting of multi-radio
802.11 nodes. The following assumptions distinguish our

design of a distributed, self-stabilizing protocol that asigns  work from these prior publications:

channels to mesh nodes in large-scale mesh networks.
We demonstrate the efficacy of our protocol on a real-
world, 14-node testbed comprised of nodes, each equipped
with an 802.11a card and an 802.11g card. We show via
extensive measurments on our testbed that our channel
assignment algorithm improves the network capacity by
50% in comparison to a homogeneous channel assignment
and by 20% in comparison to a random assignment.
Furthermore, our protocol provides particular benefit to
flows over long paths which would otherwise suffer poor
end-to-end performance due to wireless interference.

I. INTRODUCTION

« The number of nodes forming the network can be
large. In particular, for residential mesh networks,
the number of nodes could be within the hundreds
or thousands. Nodes may also be independently
managed.

« Nodes are generally static, and the physical topol-
ogy is expected to rarely change.

o The traffic matrix is dynamic: the set of flows
traversing the network changes rapidly with time,
or is difficult to predict.

802.11 wireless mesh networks are now an attractiveGiven these above assumptions, our goal is to con-
alternative to wired local and metropolitan area networl&ruct a distributed channel assignment stratetyat
for connecting wireless clients in a local neighborhoodtilizes the entire 802.11 spectrum and routes flows
to a wide-area backbone. However, there are limitatiorigtelligently within the network to maximize the capacity
First, mesh networks are a type of ad-hoc network, ad the network. The large size of the network compels
it is well-known that an ad-hoc network’s capacity drop8Ur solution to be distributed in nature, and the dynamic
quickly as the network size grows [8], [13]. Secondjature of traffic suggests that the assignment should
despite the existence of multiple channels that can Bepend more on the physical structure of the network
used within the 802.11 wireless frequency band, tiBan on the current traffic dynamics.
current 802.11 interface does not permit simultaneousOur channel assignment mechanism is inspired by
operation on multiple channels. Ad hoc networks areur previous theoretical work [11] which presents the
therefore often deployed using a single channel, leavitigeoretical design of distributed, self-stabilizing rcol
much of the available 802.11 spectrum unused. for resource replication problem in emerging networks.

Recent work has proposed developing ad-hoc néthe self-stabilizing nature of the mechanism ensures a
works that utilize the entire 802.11 spectrum. Somgiable channel assignment that can be used by routing
work, such as [3], [16], [26], [24], assumes that interprotocols, such as [5], that are designed to find efficient
faces can support multiple channels or that the MA®utes in a multi-channel network after the channels have
layer protocols can be modified. Other work has focusdwen assigned.
on optimizing routing within an ad-hoc or mesh network This paper presents our experiences in adapting this
where the channels are already assigned [10], [20], [#heoretical, self-stabilizing, distributed protocol toesl-
[5]. Recent approaches have considered architectuliés wireless mesh environment. A number of practical
where mesh nodes are equipped with multiple wirelegssues that were overlooked in the theoretical study
interfaces, such that neighboring nodes sharing at legsesent themselves here:



« The different channels are not always truly orthogaresent our channel assignment algorithm and protocol
onal such that neighboring nodes’ transmissioris Section IV, and some issues involved in implementing
on different channels may still interfere. How-our algorithm is discussed in Section V. In Section VI,
ever, recent work [15] suggests that utilizing alive present the performance evaluation results obtained
partially-overlapping channels networks can prdrom experiments on our mesh network testbed, and
vide better system performance than using onigection VII concludes the paper.
non-overlapping channels. While that study ex-
plores this question in an Access Point setting, we Il. RELATED WORK

explore it in a ad-hoc setting. : . Much of the recent work in multi-channel 802.11
< A F‘Ode should be able to communicate with SOml%uting has looked at jointly solving the channel as-
neighbor for every channel it is assigned, and &g ment and routing problem. A heuristic solution is
network communication graph should not be partiygyeq at in [23], an algorithmic approach that optimizes
tioned (a communication path should remain intagf, throughput is considered in [1], and an approach

between any arbitrarily chosen pair of nodes). ¢ preserves network connectivity for QoS is explored
« The hardware configuration may impose restrictiong 1>5] These are centralized solutions that assume

on channel assignment. For example, in our testb&fe " 5 ailability of a global network view (e.g., traffic
each node had only two wireless cards installed Negkmand nodes’ status etc.). In contrast, our modular
one another. Even when the two cards are assignggnrgach decouples the channel assignment and routing

to orthogona}l channels, they would interferg, forcaroplem separately, with both being solved in a fully
ing us to assign channels to them from two differerfisiributed manner.

frequency bands. The details are discussed furtherRaniwala et al.

in Section V. [22] propose a distributed channel

assignment algorithm for 802.11-based multi-radio mesh
We describe how we adapt this original theoreticaletwork and perform an experimental evaluation. How-
framework to handle the above-mentioned practicalitiegver, the network architecture in [22] is designed for
In our design, nodes select channels using only localilesh networks specifically used for the wireless Internet
observed information, and we prove that the distributegtcess applications, and their channel assignment algo-
channel selection process maintains the self-stabilizirghm works only for routers whose connectivity graph
properties of the original theoretical design. is a tree. In their assignment mechanism, the channel
We evaluate the performance of our channel assigassignment to nodes positioned higher in the tree affects
ment via a set of experiments performed on our 14l nodes lower in the tree hierarchy. In contrast, our
node mesh network testbed where each node containsadgorithm can operate on any arbitrary network structure,
802.11a interface and an 802.11g interface. By couplinghere every mesh node performs the same assignment
our channel assignment protocol with the MR-LQSRask in a fully-distributed manner.
routing protocol of [5], we provide a complete multi- Ramachandran et al. [21] propose a centralized chan-
channel routing solution for our testbed. Using an actuakl assignment algorithm which is performed by a
testbed to demonstrate proof-of-concept forces us ¢entral server that periodically collects dynamically-
address numerous issues that of a real networking emanging channel interference information. The com-
vironment that are not captured accurately in simulatigrarison to this work is of particular interest as their
studies. channel selection method takes into account dynamically
While the testbed is admittedly smaller than wherehanging network status (i.e., interference), while our
we believe our design will have the greatest impacthannel assignment is based on more static information
we still see marked improvement in throughput whe(i.e., physical topology). In summary, the performance
running our protocol. In particular, we observe that ouwgain of our mechanism observed in the real-world testbed
channel assignment improves the aggregate throughpuperiment appears similar to what is shown in their
of the network on average by 50% compared to the casienulation results. This suggests the efficacy of our
when all nodes are assigned to the same channels, andblition since our distributed mechanism requires only
20% over when channels are assigned at random. Flaealized interaction between nodes, and does not need
thermore, our channel assignment benefits particulatly be performed many times once it stabilizes, thus
the flows over longer paths in the network, which woulihcurring much less overhead in performing the channel
have typically suffered from poor throughput in multi-assignment than their approach.
hop networks. In [14], Mishra et al. explore the possibility of utilizing
After reviewing related work in the following section, partially-overlapping wireless channels in 802.11 access
we describe the mesh network system architecture apdints, and show that intelligent assignment of non-
our objectives in greater detail in Section Ill. Then werthogonal channels increases overall channel utiliratio



« Mesh gatewaysare connected both to the wired
network (e.g., Internet) and to 802.11 wireless
network, being the relaying points of the traffic
between wireless mesh network and external wired
network.

Note that a mesh gateway can also serve a dual
function and also act as a mesh router, when desired.
This dual role may be useful when flow traffic within
the mesh network is not only between mesh clients
and mesh gateways, but also between pairs of mesh
()mesh Internet gateway clients. Community surveillance, emergency service, and
() mesh rontertaceess point community resource sharing are potential mesh network
[ mesh lien applications that would generate a good amount of client-

to-client traffic as well as client-to-gateway traffic [2].
Fig. 1. Wireless mesh network architecture Our focus in this paper is to increase the utilization
of available spectrum in the wireless multi-hop network.
Hence, we focus on how to utilize the 802.11 channels

and the system performance. We integrate their obséfthin the wireless network of mesh routers, allowing
vation into the design of our assignment algorithm, ari¢f to ignore the mesh clients and mesh gateways. We
investigate the efficacy of a simple interference mod@fsume each router is equipped with multiple 802.11
with our testbed experiment. interface cards. This multi-radio approach is increasing|
Our design of the distributed protocol is motivate@ccepted as a practical way to improve the capacity of
by our previous theoretical work on a fully-distributedMulti-hop network [12], and some commercial multi-
self-stabilizing protocol for replica placement [11]. Inadio mesh networks are already in action [6].
this work, we propose a distributed replica placeme%t A Simple Model
scheme with which identical replicas are placed “far™ ) _ )
from one another. We adapt the distributed approachOur model of the previously described mesh architec-
of assigning replicated items to the wireless chann@ire consists of a set o¥ nodes,V = {1,2,---, N}.
utilization problem, where the channel is the replicalhere arek wireless channels],---, K, whose fre-
Our work focuses much more on the practicalities dfuency spectrum can possibly overlapchannel inter-

this problem that are ignored in the theoretical work. ference cost functio(simply referred to asost function
in the remainder of the paper){(a,b), provides a

[ll. ARCHITECTURE ANDMODEL measure of the relative interference experienced between
In this section, we present the wireless mesh netwogkannelsa and b. The interference cost function is
architecture considered in this paper, and the overvigigfined in such a way that(a,b) > 0 and f(a,b) =
of the properties of our channel assignment mechanisif{b, a), where a value of O indicates that channels
. and b do not interfere with one another. Alsg{a, b)
A. Mesh network architecture decreases as the gap between channelsdb grows?
Figure 1 depicts a generic wireless mesh network A nodei belongs to a nod¢s interference sedf node
architecture. The mesh network consists of three typgsi € .S;, if there exists a node (eithéy j, or possibly
of wireless nodes: a third nodek) for which transmissions fromi can be
« Mesh clients are end-user devices, equipped wit§orrupted by transmissions frogn In other words; €
at least one 802.11 wireless card. They are the usérs if j's transmissions can corrupt data arriving at or
of the mesh network, and each client connects to §@aving froms.
least one (typically only one) mesh router to hav . S
their pack((aépforw);rdeg from)/to mesh gateways cg%' Channel Assignment Objectives
other mesh clients. Our goal is to maximize the utilization of the wireless
« Mesh routers are 802.11 wireless nodes (typicallyspectrum. Clearly, if one knows the positions and hard-

stationary) that act as the wireless access pointgre configurations of all nodes in the mesh network and
of the mesh clients. These routers form a multthe traffic demands of these nodes, one could perform
hop wireless network infrastructure, and forwar@ centralized allocation of channels to nodes and routes
packets between mesh clients and mesh gateways _ . . .

between mesh clients using some ad-hoc routi Our algorithm can use an arbitrary cost function that satisthe
or be g Rfove symmetry. In Section V-C, we discuss about our choidheo
protocol. cost function used in our testbed implementation.




within the mesh network to maximize the utilizationhave a limited number of radio cards, each of which can
However, the class of mesh networks we wish to suppdransmit and receive on a single channel at a time.
are not amenable to such a method. In particular, we Baseline channel selection algorithm
are interested in mesh networks with the foIIowinQA" . ) 9 . )
properties: We begin by making a temporary assumption, which
. S we will relax in the following section, that a node is able
« The network contains many nodes, i.4.,is large, . ;

to transmit on a single channel that can be selected from

such that mplgmen'gmg a centrallzed algorlthlTz!my of theK available channels, but can listen to &l
would prove difficult, if not impossible.

- hannels simultaneously. This assumption simplifies our
« The flow demands are not known a priori, or could y P P

change dramatically over short periods of time problem because it allows a node to choose its sending

. . . channel in a way that reduces interference with other
« The network topology is for all intensive purposes . . .
g . - senders, without worrying about whether the intended
static. Nodes or links between nodes may fail or -~ > " ; .
) receiver is listening on the appropriate channel. Here we

move slowly, and the assignment of channels tg : ; .
L ould like to assign each node a channel through which

nodes and routes within the mesh network shouI transmits dat3

adapt accordingly, but that such changes occur on, _ ~. .
- . Intuitively, a node would like to choose a channel upon
a timescale much larger than the changes in flow, . . L . .
which its transmissions are least likely to suffer interfer

demands. A well-designed distributed solution can , S . :
nce from other senders’ transmissions (on interfering

handle these small changes gracefully that Ongﬁannels). To do this, each node continually seeks to

affect small portions of the network at a time, with o . . .
o : ._greedily improve its current choice of channel via the
decisions to be made based on local informatiop. . N
ollowing algorithm:

Centralized solutions will likely have to reconsider
the entire network to update their channel assign- Algorithm 1: ChannalSelectiorfnodes)
ment. Input

We therefore seek alistributed mechanism to the ;i : Set of nodes in’s interference range.
channel allocation and routing problems tistabilizes ~ ¢; : The channel of each nodec S;
to a configuration that maximizes the throughput of an ¢ - i's current channel
“average” flow within the mesh network. An optimalbegin procedure
solution would clearly need to simultaneously considder all k =1,--- K,
the channel allocation and routing problems. However, F'(k) < leesi f(k,c)).
achieving the stability of a good joint solution is exif F'(c;) > F(k) foranyk =1,---, K, then
tremely difficult, as the selection of channels greatly ¢i < kmin Wher€kmy,m =k : F(k) < F(k') VK =
impacts the desirable set of routes, and the choice bf -+ , K
routes affects how one would assign channels within tiggd if
network to specifically support these routes. end procedure
Our preliminary approach therefore is to decoupl
these two problems. Recent work by [5] has investigatq b sum of interference cofiom the set of nodess;

the routing problem, finding “good routes _under tr."?/v.ithin its interference range. When there are multiple

assumption that the channel assignment is given a Pr%Yhannels that minimize the interference cost, the node

and developed a protocol, called MR-LQSR (Mum'can select one of them arbitrarily. If its prior choice

(I;R_adlo LlnkthQuagty ROUItIﬂg), thaE[ can ex(g)loredc_h{a_rl]an?l- inimized the sum of interference costs, then the node
iverse paths. Our goal here is to provide a distributg_ ) os 1o change.

channel selection mech_anlsm that _W|II stabilize to a We make two important observations:
desirable channel allocation upon which good routes can Y .
« Each node’s choice of channel depends only on

then be selected. . . . ; AP .
information that is available within its local domain,

i.e., how many nodes will experience collisions

when node; attempts to transmit to them. Hence,

In this section, we describe our distributed channel the algorithm is truly distributed, using only infor-
assignment mechanism, beginning with the channel se- Mation available within its local region.
lection algorithm in the context of networks with ideal * The efficacy of the node’s choice depends on how
wireless transceivers that can receive data on all channels Well this sum of interference costs actually maps to
regardless of the channel selected to transmit. We thegA L . .
more idealistic case of nodes being able to send and receive

proceed to h_OW tC_) ad_apt this baseline _algor'thm Imtﬂrough all channels can be treated in a similar fashion wlittinnels
a more practical situation where nodes in the netwotking assigned to links between nodes.

other words, a nodéselects a channel thatinimizes

IV. DISTRIBUTED CHANNEL ASSIGNMENT
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the interference levels the node experiences. A more
ideal solution would be to test every channel and

see which one interferes the least with neighboring F'o= F+ Z Fg/ + Z FJI
transmissions. However, it would be unrealistic in a JES: jev—=8i—{i}
distributed setting to assume that every node could = F'+ Z (Fj + flej,¢)) = f(ej, )
simultaneously perform such checks, varying its ics,
own channel selection across the spectrum while
its neighbors stay fixed. + Z Ej.

jeV—-S8;—{i}

It is not intuitively obvious that this distributed chan-_. , ,
nel selection process is self-stabilizing, i.e., that mod&NC®2jes, f(¢j,¢) = Fj andd  cq, f(cj ¢i) = F;
continually looking to improve on their local interference

/o / ) / )
cost will eventually converge to a stable channel alloca- F' = F+ Y F+F-F
tion; one node’s channel change can increase some other jev—{i}
node’s i_nterference level, and cause the other node to = F'+ Z F;+F —F,—F,
change its channel, and so forth. However, we will next jev

show that indeed this process does stabilize. To prove
stabilization, we make some simplifying assumptions
about the network environment. Namely: where the last inequality holds becausg< F;.

Everv nodei has the correct channel information The above inequality meang decreases monotoni-
* Y ! LT cally whenever a node changes its channel. Sinceust
of all other nodes in its interference randg,

No other node inS: chanaes its channel simultane-be greater than or equal tband can take only a finite
¢ ouslv with nodei ¢ 9 number of distinct valued; cannot decrease indefinitely
y ' and must stop decreasing after finite number of steps of

In the next subsection, we will present additional ddlodes’ channel changes, hence Algorithm 1 stabilizes.
tail of our protocol that ensures that these two properties u

hold. For now, these assumptions permit us to prove theThe details of the above proof reveal that each node’s
following Theorem. distributed decision of changing channel based on its

Theorem 1:If every node selects its channel follow-gcg:loﬁél(';rgg?of gg)jal caises tr}? tgtgl)ln:grgeergrrleczfslleeve
ing Algorithm 1, within a finite number of channel hjs is an ir;ter;stiniegrtifajgtsbf t?\zécj r'ocess becaus.e it
changes by nodes, the channel assignment reacheg Y 9 ) P

means that each node’s greedy choice eventually leads

stable state where nodes cease changing channels. : . . S
) ) ] to a channel assignment in which all nodes are satisfied
Proof: Consider a nodé c V' executing Algorithm \yith their channel choice.

1 that, at some time, begins to change its channel from
a channele; to another channet; and completes the B. Distributed protocol

e X
gzzrgeb:tj,2ng?anﬁeltéthr;;ngngtpergggggi'véf; Céy ~In order to guarantee the stabilization of the algorithm
the ajssumption that no other node changes its'chanm Efully-dlstrlbuted manner, we need a mechanism that
simultaneouslye; = ¢, for all nodes;j € S, e& satisfy the two assumptions made for the above the-
J 3 ] J J: orem, i.e., the correctness of channel information and the
For each nodg € V' (including nodei), let F; = asynchronous channel changes of multiple nodes within
Yones, flejyen), andtl =37, oo f(c), ). the interference range. For this, we use a distributed
Now let F =Y., F; andF' =Y., Fj, i.e, the protocol, _similar to the one used in [11]. We provide
sum of the interference levels for all nodes before arfiere a brief sketch of this protocol component.
after node’s channel change, respectively. We will show Each node exchanges protocol messages with the
that F/ < F. nodes in its interference range to inform the current

In Algorithm 1, each node changes its channel Onr%:}wannel information and to verify and ensure the in-
0

when it candecreasethe interference level. Therefore,formation is up-to-date for the correct operation of the
for the changing nodé, F/ < F,. For each nodg in channel selection algorithm. To do this, each nodes
’ 7 .

i hree-way handshake of five types of messages
S;, F! = Fj + f(c;,c}) — f(cj, c;) because is the only US€ a1 Y ypP 9
nodej that changes the channel between tinend ¢'. (REQUEST-ACCEPT or REJECT-UPDATE/ABORY).

For all other nodeg € V — S(i) — {i}, F! = F} since
s ch | ch §d€ ( %f &{} ]% J | | SWe assume the reliable, in-order delivery of these messages
'S channel change does not afigd interference level. we achieve this reliability using hot-by-hop TCP connettio our

Therefore, we have the following: implementation.

= F+2(F/ -F)<F,



prosdibiiioie of ‘conflict’). If none of these two conditions is true,
. __REQUEST___ _[~—~" R —EQU—'Sf:;e;e—(,;annel thenj approves the request with an ACCEPT message.
Requested channel change does not Otherwise,; disapproves it with a REJECT message.
cnange Coes not acomer Then the requesting nodecommits the change if its
| ___ACCERT___ _ T T 77T request is approved from all nodes (and sends UPDATE),
changes channel but aborts it if any node disapproves the request (and
L _oaTE ___ [T UPDATE_ __ sends ABORT).
TP — Updates node 7s new Whgthe( or not a request from some other node
channel information channel information “conflicts” is determined by the following algorithm.

(a) Nodes initiates the channel change request, gets accepted ; . [P :
by all other nodes, and changes channel successfully. Algorlthm 2: lSRequeStconf“CtlnandeJ)

Input
prsetibistai i : node that sent the REQUEST.
T m—— REQUEST _ _ ) ¢; : 1's current channel number.
(=== == ———— Requested channel new - channel n bef intends t h t
equested channe change does not C; . umbper Intenas to change to.
change conflicts with conflict ¢; : j's current channel number.
my own change ACCEPT gzew ) .
| ___RESECT____ YT ;¢ . channel numbey intends to change.
|:Abonc:|hannel begin procedure
P nort ___ | if f(ci,c;) > 0 then returntrue
- ARORT_ Bolets pending else if f(c;, c7) > 0 then returntrue
roquest of node / request of node / else if f(c*?, c;) > 0 then returntrue

else if f(c;, c?*") > 0 then returntrue

(b) Nodes initiates the channel change request, gets rejected |7
by some other node, and aborts the change. elsereturnfalse
end if
Fig. 2. Typical scenario of protocol message flows end procedure

In short, a node’s channel change conflicts with some

In a high level, whenever a node changes its chagather’s change if either one’s channel change may inval-
nel, it informs other nodes of the change with aidate the correctness of the other’s decision of channel
UPDATE message, from which other nodes learn ttgelection based on Algorithm 1.
up-to-date channel information of the changing node. When a node accepted some other node’s request, it
The three way handshake mechanism guarantees timprevented from changing its channel until it receives
when a node changes its channel, no other node in fitee subsequent decision (UPDATE or ABORT) from the
interference range changes the channel simultaneousguesting node.
The procedure of three-way handshake is as follows (Se€lo prevent a deadlock where all requests keep getting
Figure 2(a) and Figure 2(b) for the message exchanggected by other nodes, we introduce a pre-defined
sequences). ordering of nodes (represented by j to indicate node

First, when a node decides to change its channehas higher order than nodg, which can be easily
according to Algorithm 1, it seeks the ‘approvals’ frontlefined by, for example, nodes’ identifiers.ilf> j for
other nodes in its interference set by sending REQUESWo nodesi and;j and their requests conflicts with each
messages before actually committing the change. Thither, i’s request is accepted by while ¢ rejects j's
REQUEST from a node serves two roles: to verify theequest, hence ensuring at least one node in the network
correctness of channel information used on the chanrggts accepted by other nodes.
change decision, and to request the other nodes to remaiflote that, according to Algorithm 2, it is possible
in the current channel until the node completes thbat multiple nodes change their channels at the same
change. This means if the REQUEST is ‘approved’ byyme as long as their simultaneous channel changes do
all nodes, the node’s decision to change channel is validt result in changes in the interference level of one
in that the change results in the node’s interference lewvahother. Since the simultaneous channel changes under
to decrease. this condition does not break the monotonicity argument

Therefore, when a nodg receives a REQUEST in the proof of Theorem 1, this can only speed up the
from some other nodé, it decides to approve it or whole channel selection process as it provides a higher
not based on two criteria: if the requesting node hdsvel of parallelism.
incorrect information abouts current channel, and jfs In order to suppress the conflicts (and subsequent
own channel change ‘conflicts’ withs channel change rejection) of multiple nodes’ channel changes and further
(see the below Algorithm 2 for detailed descriptionncrease the “acceptance ratio” of the requests, we intro-



duce a exponentially distributed random delay betwedonsider the situation where there are four nodes, A, B,
the instance of each node’s deciding to change its cha®; and D, each with two interface cards that are within
nel and that of its issuing the request to change. Moodose range of one another so that the communication
specifically, when a node decides to change its channgtaph is a clique. Suppose they are turned on sequentially
instead of sending REQUEST messages immediately(ih the order of A, B, C, and then D), each initially
waits for a duration chosen exponentially at random. Bghoosing its channel at random, with sufficient time
doing this, each node effectively breaks the potentibktween joins to the network. When node B has joined
synchronization with other nodes, and can learn oth#te network after node A, according to our algorithm,
nodes’ channel change (or intention to change), whiane would change to the other’s channel to avoid having
can often causes the node to stay on the current chanreluseless” channel. When node C joins to some random

rather than change it. channel, eventually C would join the same channel as
o _ A and B, or one of A or B might change over to C’s
C. Limited Channel Reception channel. The latter event would leave either A or B with

So far in this section, we have described our algorith@ “Useless” channel and, following the algorithm, that
and protocol under the assumption that nodes can recéfRéle too would change over. In any event, after some
across all channels simultaneously. However, curre@fiount of time, all three nodes will be tuned to the same
commodity 802.11 devices must be assigned to a singgannel. o _ _
channel that covers both transmission and reception ofvhen node D joins, one of the following two situa-
data. If each wireless card is assigned to a channel soti@8s will happen: 1) one of nodes A, B, and C would
to minimize interference, it may be assigned to a chanrfé!ange to the channel of D, or 2) node D would join
that no nearby neighbor is Sending to or receiving O@'thel’ nodes on their Chan.nel and all of them would be
effectively disconnecting the device on that channel frofn the same channel. Which one occurs depends on the
the rest of the network. This is particularly true when thgeguence of channel change determined by random delay
network is not dense and nodes have only small numdgrsending the REQUEST messages. Clearly, the first
of 802.11 interfaces. case is preferred since it makes more efficient utilization

1) A common “local path” channel:In order to ©f the available spectrum.
guarantee that the network graph is not partitioned, and4) Preventing groupingTo prevent the above group-
that every node can communicate with at least one otHgg inefficiency, we implement an additional priority
node, we identify a particular channel (e.g., channel @ydering among nodes whose change requests conflicts,
as thedefault channel Every node has one interfacesuch that the node with higher interference cost gets
card assigned to the default channel. Those devices witfecedence. This additional priority relationship pre-
additional interfaces can then be allocated to alterngtedes the one based on the global ordering explained
channels. in Section IV-B when nodes resolve conflicts.

2) Preventing assignment to a “useless” channel: In the context of the above example, consider the
An ideal assignment of the channels to the remainiriggenario where nodes A,B,C,D all reside on the same
interfaces would select channels such that there is lit@@annel. Whether it has sent its own REQUEST message
interference on the channel, but that the channel is i@ the others or not, if it receives a REQUEST message
fact used. Hence, a node should choose a channel f@m node A, B, or C, it would accept the request since
its interface that is not selected by many nodes in itge requesting node would have more interfering nodes
interference range, but is selected dlyleastone node (2 nodes in this case) than it would (0 by initial selection
within the communication range. The assignments g&fter bootstrapping duration). On the other hand, D’s
the remaining interfaces are performed using the sarfgfuest would be rejected by all three others, and thus
algorithm (Algorithm 1) presented in Section IV-A, withone of nodes A, B, and C would eventually change to D's
one exceptionthe channel selected must be from onghannel (exactly which node would change is determined
of those already assigned to some neighbors withlly the random delay.)
communication rangeThe channel selection strategy 5) Final Thoughts:Given the limited number of chan-
and the distributed protocol remain the same: choosels, this channel assignment strategy described in this
the channel from this restricted subset of choices thabsection is desirable. Connectivity is ensured through
minimizes the interference level, and use the three-wélye shared channel, giving a type of “local” connectivity .
handshake. At the same time the devices allowed to choose from the

3) A “grouping” inefficiency: We have identified a varied channels extend the use of the available spectrum,
potential inefficiency in the channel assignment that caffectively introducing “express” links between nearby
arise when two nodes have competing change requestsies in the network.
and the node allowed to change is chosen arbitrarily. Since nodes choose their channels taking into account



both the connectivity and the interference level of theymmetry is essential to guarantee the stability of our
selected channels, we expect the channels to be assigoeannel allocation algorithm.

in such a way that nodes share the same channel with ) .

some of their immediate neighbor nodes, while othés. Impact of interference cost function

non-neighboring nodes in the interference range areHow we model the interference between partially

likely to be on different channels. overlapping channels in 802.11g radio will affect how

channels are allocated by our algorithm. We use a

relatively straightforward cost function with a tunable
In this section, we consider some issues in implemergaramete:

ing our channel assignment mechanism using off-the-

V. DISCUSSION

shelf 802.11 radio cards. We also discuss the impact f(a;b) = max(0,8 — |a — b)), 1)

of the choice of the interference cost function on the

channel assignment. where channel indices and b also denote the their
center frequencies. We use the difference in channel

A. Which Band? number of 802.11g channels as the determining factor of

Our protocol is designed to work with arbitrary numihe interfere_nce cost function since t_he_ channel spacing
ber of interface cards per node. Our testbed hardwaRetween adjacent 802.11g channels is identically 5 kHz.
however, supports only two wireless cards for each node.OUr cost function in Equation (1) implies that the in-

The testbed hardware also restricts the way we asslj%%ference decreases I_mearly ywth the spectrum distance
channels to the two cards. We use wireless cards witP§tween channels until reaching 0. Asncreased, the
PCMCIA form factor. On each machine, the separatigh@ximum spectrum distance that contains overlapping
between the slots for the cards is less than 2 inchédlannels also increases: a largéranslates to a more
Due to the physical proximity, the cards interfere witth€avily overlapping channel space, and sriatanslates
each other if they are assigned channels from the satRed more orthogonal channel space. There are two spe-
frequency band. The interference persists even if @l cases: when = 1, all channels are orthogonal from
channels are non-overlapping (e.g. channels 1 and 1€ anothe_r, such thqt |r_1terference only occurs between
in 802.11b/g band). This problem has been reported B0 competing transmissions on the same channel. When
other researchers [5], [23] as well. One way to overcorfe= 0. N0 channel is assigned any weight, and:) will
the problem is to assign channels from two differerflways equal 0. This case enables us to test randomly
frequency bands to the two cards. In other words, v@Ssigned channels: when= 0 and nodes are initially
allocate a channel in IEEE 802.11b/g frequency bar@$signed their channel at random, there is no incentive to
(2.4GHz band) to one card and a channel in 802.1fhange, so the allocation remains in its initial (random)
band (5GHz band) to the other card. This separati®?@t®. _ _
technique has also been used in [5]. In Section VI, we eva!uate the impact of the choice

As mentioned in the previous section, our design r&f 0 on the channel assignment and the overall system
quires that one card on each node be tuned to a comniformance, with nodes selecting a channel from all
channel. After some initial experiments, we decided tgartially overlapping) 802.11g channels.
use channel 36 in the 802.11a band as the common
channel. Our experiments showed that in our testbed,
we could achieve higher overall throughput when the In this section, we report the performance evaluation
802.11a band provided the common channel and a varieults, obtained via experiments on our 14-node mesh
channel assignment was implemented within the 802.1hgtwork testbed. We start by describing our mesh net-
band. work testbed environment.

VI. PERFORMANCEEVALUATION

B. Interference range A. Mesh network testbed

Our algorithm needs information about which nodes Our mesh network testbed consists of 14 nodes, placed
are within interference range of each other. The probletinroughout three floors of a multi-story building (see
of accurately determining the interference patterns withFigure 3 for the locations of the nodes in one of the
a network is a difficult one [19]. In our experiments, wdloors). Each mesh node is an Intel Pentium 4 desktop
use the heuristic from [8] that assumes that all oth&C, equipped with two IEEE 802.11a/b/g wireless inter-
nodes within three hops of X are in X's interferencéace cards: a NetGear WAG311, D-Link DWL-AG530,
set. This heuristic provides a symmetric definition offinksys Wireless A+G, and an Orinoco 802.11abg Com-
interference between a pair of nodes: if node A interferéCard Gold card. The cards are configured in ad-hoc
with node B, then node B interferes with node A. Thenode. All nodes run the Microsoft Windows XP (SP2)



® L « samech(same channel assignment): all nodes are
‘ ‘ assigned the same 11g channel.
o ll-rand (random assignment with all 11 channels):
® ™ each nodes is assigned one of 11 802.11g channels
uniformly at random. This assignment corresponds
) to the case o = 0 in the context of our cost
o M function.
® [] | » 3-rand (random assignment with 3 orthogonal
802.11g channels): each nodes is assigned one of
® three orthogonal 802.11g channels (i.e., channel 1,
6, and 11) uniformly at random.

Fig. 3. Wireless mesh network testbed : node locations wighiloor Then, we consider channel assignments generated by
of a multi-story building our distributed protocol using three different values for
0 = 1,3, and5 in the interference cost function, and refer
the respective assignments &sl, §=3, and§=5.
operating system and they have statistically assignedNote thaté=5 implies that only channels 1, 6 and
IPv4 addresses in a private IP address domain. 11 are truly orthogonal. Smaller values ®fallow our
Our channel assignment module resides on top afgorithm to aggressively assign partially-overlapping
TCP/IP with a WinSock2 API interface. It also interface§hannels.
with a few other lower layer modules in order to query For each of the six channel assignment strategies
wireless link-layer information and routing informationdescribed above (3 baselines + 3 for differéntalues),
(MCL [18)]), to set and query 802.11 device configurawe generate 5 different channel allocations. The different
tions (NDIS [17]), and to reconfigure the interface caréllocations are generated by using different random seed,
(devcon [4)). and for the samech assignment, we used channel 1, 3, 6,
To forward packets across the multi-hop network, w8 and 11 in 802.11g radio for those 5 allocations. Thus
use LQSR protocol with the WCETT metric [5]. Thewe have 30 total channel allocations. For each channel

WCETT routing metric is designed to select channegllocation, we run the 4 traffic sets denoted fsgetl,
diverse paths in multi-radio environments. fset2 fset3 and fset4, each of which consists of 14

TCP flows as described earlier, . The difference between
the four traffic sets is that the flows have different
destinations.

To evaluate the capacity of the network, we measureWe measure the TCP throughput of the flows under
the aggregate throughput achieved by multiple simultaach channel allocation for each flow set.
neous TCP flows. Each node in the network acts as aDuring the experiment, the RTS-CTS handshake and
source of a TCP flow. Thus, we have 14 TCP flows ithe auto-rate control of 802.11 wireless cards are turned
our network. The destination of each TCP flow is chosaim, and we set the parametérof MR-LQSR to 0.5,
at random from remaining 13 nodes, while ensuringhereg is the parameter that controls the weight given
that there are no single-hop TCP flows in the networl channel-diverse paths in MR-LQSR’s path selection.
(i.e., between nodes within transmission range of omdl other TCP/IP configuration parameters are set to their
another). Previous studies [7] have shown that single-hdpfault values.
TCP flows will significantly dominate multi-hop flows in
a mesh environment. By using only multi-hop flows ifS. Throughput

our traffic pattern, we avoid this bias in our results. In Figure 4(a), we compare the CDF of throughput of
All flows start simultaneously. Each flow sends data=5 channel assignment strategy to the baseline channel
as fast as TCP permits for 120 seconds. We do not claggsignment strategies. Recall that for each strategy, we
that this traffic pattern is realistic; we have deliberatelyonsider 5 channel allocations, and for each allocation,
chosen it to create heavy load on our testbed. we consider 4 traffic sets of 14 flows each. Thus, each
One network card of each node is assigned to a sing@DF is based on of x 4 x 14 = 280 throughput
common channel (channel number 36 at 5180 kHz, theeasurements.
lowest channel in the 802.11a radio spectrum). The otherThe z-axis in the figure represents the throughput in
network card is assigned one of 11 channels in 802.1kgps, and they-axis indicates the ratio of the number

B. Methodology and parameters

radio in the following manner. of flows that achieve the end-to-end throughput up to
We first consider three baseline channel assignmehe value inz-axis. Table | show€5t", 50", and 75"
strategies: percentile values.



Assignment| 25% 50% 75%
1 samech | 55.1 1194 2545
11-rand 60.4 1184 208.2
- 3-rand 115.0 2144 357.0
2 075 =1 76.1 1445 2756
F 6=3 60.7 112 239.9
= 6=5 140.1 2416 4409
0
E TABLE |
2 PER-FLOW THROUGHPUT(IN KBPS) THAT 25%, 50% AND 75%OF
‘—; FLOWS ACHIEVE. FIRST THREE ASSIGNMENTS ARE BASELINES
E 025}y 1 LAST THREE ARE FROM OUR ALGORITHM
© i
0 & ‘ : ‘ : Q 1000 | 11-rand ‘ |
0 500 1000 1500 2000 2500 ) =1
g 6=3
throughput (kbps) 5 750 | 5=5 |
(a) Comparison to baseline allocation strategies 5
>
IS 500 i
1 :s:
8 250t 1
=]
Q
k= 0.75 fsetl fset2 fset3 fset4
'g flow sets
% 05 (a) Median throughput of 11-randz=1, §=3, andé=5
2
(—g Q 1000 | samecﬁ ZZzzz4a ‘ ]
E 025 2 3-rand ool -
3 : g 6=5
=) 750 1
£
i D
0 . . . g 500 | ]
0 500 1000 1500 2000 2500 s
throughput (kbps) é 250 1
(b) Comparison between different choice dof g 0 2 23
Fig. 4. Cumulative distribution : throughput of individuaCP flows fsetl fseftIZ fset3 fsetd
ow sets

The performance gain by our mechanism is clear. For Fig. 5. Comparison of Median throughput in four traffic

instance, at the 75-percentile mark, the throughput by
our algorithm withd=5 reaches 440 kbps, while the best

of the other assignments (3-rand) achieve no more thana 80 gain over samech mm— |
350 kbps. Also the benefit 85 assignment is the most < 60 gain over 3-rand
noticeable in the region that the per-flow throughput is ‘g

relatively small (up to 75% percentile mark, or below ;’ 40

(b) Median throughput of samech, 3-rarig5

gain over 11-rand —

sets

500 kbps). These lower-rate flows typically traverse more &
hops, and hence are more adversely affected by higrg
interference conditions. Hence, we see these flows bens
efit significantly from a well-designed channel selection
protocol.

In Figure 4(b), we compare the impact of the choice
of & for our channel assignment. It can be clearly seefy 6. Gain(in %) in median throughput 6¢1, 5=3, ands=5 over
that 5=5 results in the best per-flow throughput amongt-rand, samech, and 3-rand
different cost function parameters. This result is an
anticipated one since the cost function with- 5 reflects
the fact that channels separated by at least 5 channel(e.gWe now look at the results in more detail. In Figure
channel 1 and 6) are in fact orthogonal to one anothées, we consider median throughput for each traffic set,

I

6=1 6=3 &5 &=1 6=3 o6=5 &1 6=3 0=5
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. . . samech] 11-rand| 3-rand| =1 | 6=3 | =5
for different channel assignments. Note that each traffic 0.1 20 51 T 163 116 | 227

set has 14 flows, and for each channel assignments, we
generate 5 channel allocations. So each bar represents
median of14 x5 = 70 flows.

In Figure 5(a), we compare performance of our chan-

TABLE I
CHANNEL UTILIZATION (IN %): PERCENTAGE OFTCP
THROUGHPUT CARRIED ON802.11G CHANNELS

nel assignment strategy to the 11-rand strategy. Our SsT  5=3  5=5
channel assignment outperforms 11-rand assignment for 1) messages|| 51.2 795 90.0
all three values of, for all four traffic sets. As noted 2) bytes 1205 1855 2080

lier,6=5 assignment provides the best performance 3 time (sec)|| 234 406 324
earlier, 0=o assignment p P -c- 4) changes || 0.14 0.5 0.22
This is an impressive result because nodes running 5) requests || 0.24 0.34 0.70
our algorithm can also select any channel from all 11 TABLE Il

partially-overlapping channels with the cost function ayerace proToCOL DYNAMICS OF NODESL),2)NUMBER OF

S|mply acting as a ‘gu'del'ne, for the selection. MESSAGEYBYTES TRANSMITTED, 3) TIME ELAPSED (INCLUDING
In Figure 5(b), we compare the best case Of OWHANNEL SWITCHING TIME) UNTIL STABILIZATION , 5) NUMBER OF

channel assignment (i.6=5) to the two other baselines cHaNNEL CHANGES, 6) NUMBER OF CHANNEL CHANGE REQUESTS

(i.e. samech and 3-rand). We see thab outperforms

the best case among the other assignments (3-rand) by

20%.

Figure 6 shows the percentage improvementin medigh Channel utilization
throughput achieved by our channel assignments (forNow we investigate how the channels are utilized in
three values of) over the three baseline assignments(1the experiments. Table Il shows the utilization of the
rand, samech, and 3-rand). 802.11g band, where utilization measures the percentage

Our assignments significantly outperform 11-rand a&f end-to-end traffic carried on channels on the 802.11g
signment by 40 to 80%, and samech assignment Bgnd. For instance, under our channel assignment with
10 to 50%. The comparison to samech assignmentdsd, the wireless links supported by 802.11g channels
particularly interesting since it indicates that utiligin collectively carried 22.7% of end-to-end traffic, while
even partially overlapping channels exhibits better pelinks of the common 802.11a channel contributed for

formance than tuning the interface cards of nodes to tHe other 77.3%.
same channel. The utilization of 802.11g channels is in large part

égwer due to the active usage of 802.11b/g infrastructure
network around our testbed. Nevertheless, we see that
gpr channel assignment (especially5) makes better
use of 802.11g channels, and thus reduces the congestion

The performance gain of our assignments is low
when compared to the 3-rand assignment. Whilestite
assignment outperforms 3-rand by 20%, lower values
0 perform worse than 3-rand.

. O]J‘I the common 802.11a channel.
We suspect that the relatively good performance o
3-rand assignment is an artifact of our testbed setup, fn Protocol dynamics

which many nodes are densely clustered together aroundraple 111 shows statistics regarding the operation of
the center of the network. When only 3 channels are raggr distributed protocol until it stabilizes. ‘Messages’
domly assigned, nodes are likely to have some neighbgid ‘bytes’ mean the average number of messages (and
assigned on the same channel in this dense area, andghfunt of data) a node transmits to other nodes during
probability that the assigned channel is isolated becom@g channel selection process. Also, ‘time’ is tten-
very low. Considering a good portion of traffic would b&/ergence timef our protocol, meaning the average time
routed through the middle of the network, it follows thathat has elapsed until each node ceases to transmitting
this random assignment would provide a relatively googkotocol messages beginning with randomly assigned
end-to-end throughput in our testbed. Note however, thélannel. Finally, ‘changes’ and ‘requests’ are the average
by assigning the three channels intelligently (i.e. bjumber of channel changes and change requests that
using §=>5), our algorithm still provides a 20% gain. Wegach node makes.
believe that in a Iarger network this gain would be even We can see from this data that nodes exchange 0n|y
higher. a small amount of data for the protocol operatiénb
Overall, we can see that our mechanism strikes generates the most protocol overhead shown in terms
good balance between two conflicting requirements of the number of messages and change requests issued.
maintaining connectivity between nodes of same channihis is because the wide interference range implied in
and minimizing the interference from nodes of samlarge value of§ effectively narrows each node’s choice
channel. of channel. This in turn triggers many change requests

11



that conflict with other nodes’ channel selection. Neyi2] Pradeep Kyasanur and Nitin H. Vaidya.

ertheless, the overall usage of network resource shows
our protocol is very light-weight, and the convergence

time of the protocol is quite small. Since each node On\i\)r(é
needs to interact with those in the interference range,

believe our distributed protocol is suitable for the chdnne
assignment task in large-scale wireless mesh networlﬁzu

VII. CONCLUSION

We presented a fully-distributed mechanism that ag-l
signs 802.11 channels to multi-radio nodes in wireless
mesh networks. We showed that our assignment algo-

rithm stabilizes to a desirable channel configuration th

routing protocols can exploit to provide better end-to-

end system performance. Our design takes into acco;@

several constraints present in current 802.11 devices,
its distributed nature ensures it is sufficiently lightwig

to be executed on large-scale mesh networks.

[19]

The modular design that decouples channel selec-
tion from data forwarding makes our solution readily?%
available for operation, providing a complete solution
to wireless mesh networks in combination with existingg1l
routing protocols.

We ran experiments on our small wireless mesh

testbed and showed that our channel assignment é

increase the capacity of wireless mesh network between
20% and 50% over other conventional channel selectit?3l
mechanisms. In the future, we plan to expand the size of
the testbed. We anticipate even greater improvement in
comparison to conventional methods in larger settingiz"']
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