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Abstract

Interret flash crowds (a.ka. hot spots)are a pheromena that resultfrom a sudden unpredicted
increasan anon-line objects popularity. Currerly, thereis no efficient meanswithin the Interret to
scalablydeliver web objectsunderhot spotcondtions to all clientsthat desirethe object. We present
PROOFS:asimple,lightweigh, peerto-peer(P2P)apprachthatusesancdmizedoverlay constructio
andrandanized, scopedsearchego efficiently locateand deliver objectsuncer heary demam to all
usersthat desirethem. We evaluate PROOFS’ robustnessin ervironmentsin which clients join and
leave the P2P network aswell asin environmerts in which clients are not always fully cooperative.
Through a mix of analytica modelirg, simulation,and prototype expelimentationin the Internet,we
shav that randanized appoachedike PROOFS shouldeffectively relieve flash crovd symgomsin
dynanic, limited-participationervironmerts.

1 Intr oduction

Intemet Flash Crowds (a.k.a. hot spot) are a pheromenonthat resut from a sudda, unpralicted in-
crea® in an on-line object’s popularity. Rece exampks include the news pagesat www.cnncom and
www.hytimes.comon Septembed 1th andimmediatly following the planecrashin New York on Novem-
ber 12th During the very timeswhencontent readesits ape in popularity, it becanesunazailabe to the
majority of uses thatseekit.

Therearesererd apprachego remedythe probem. A straichtforward but cogly apprachis to provi-
sionaccesability basenpedk demar. An alterrative appioachis to dynamially incressesenerlocations
of the popular documeits. Contert distribution compares such as Akamai have identified waysto offload
the burden placed on senersto trander embedled objects. However, to prevent flash crowds from over
loading senerswith reguestsfor container pages, significant chargesmustbe madeto the Domain Name
System(DNS) sothatclients’ initial requestscanbe alsoberedirectedto availableresouces.

A third appioachis to have theclientsform a peerto-pea (P2P)overlay network thatallows clients that
have recevedcopies of the popular contentto forwardthe content to thoseclientsthatdesre but have notyet
receivedit. In this paper, we descrbe andevaluae our implemenation of a setof protomls thatcombines
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this third approachon top of overlaytopologiesgeneatedessetially atrandan to scdably, reliably deliver
content whosepopuarity exceed the capailiti es of standrd delivery techriqgues We call this sygem
PROOFS: P2P RandanizedOverlaysto Obviate Flash-cowd Symptoms.

PROOFS corsistsof two protocols. Thefirst forms and maintans a network overlay that connests the
clients that participatein the P2Pprotocol. The overlay construcion is anongdng, rancdomizedprocessin
which nodes contirually exchangeneighborswith oneandherataslow rate. Thesecand protocol performs
a seriesof randomized,scopel searclesfor objects atopthe overlay formedby the first protocol. Object
arelocated by randamly visiting setsof neighborsuntil anodeis reache thatcontainsthe object

PROOFSfallsinto a class of systemgermedFirst Geneation P2P sysemsthat alsocontainsP2Psys-
temssuchas Gnutellk [3] in which an object (or information abaut the predse locaion of an object) is
equdly likely to be availableat any nodewithin the P2Psysem. In contrast,Secon Geneation P2P sys-
tems(e.g.,see[14, 1, 7, 11]) form overlays that, using a variety of clever distributedanddynamic hashing
straegies, assgn eachobjed to a paricular setof clients in the overlay. For an“unpopular”’ object that
resicesatasmall,fixednumbe of locations,secoml geneation systanscanlocateanobjectusing O(logn)
queiies, whereadirst geneation systensrequre O(n) queies. Thus,secom generéon systemscanpro-
vide considerdle saszingsin levels of traffic usedfor searting asn» grows large. However, mathematal
andsimulaion analysisin [12] shavs that searclesof first generéion P2Psystenscanbe desighedto have
low expededtraffic requrementsandlow lateng/ whensearclng for objeds thataretheinterestof aflash
crowd. This is undestoodintuitively in that wheneer a client locates and sulsequetly retrievesa copy
of the desred object, that client canthensenice ary subsguentqueies, cutting down the coss in terms
of both time taken andtransmissiors madeof subsguentseaches,in effect makingthe amortizzd costof
eachclient's seach O(logn) aswell. While in somerespects,PROOFS is a stepbackwards from secoml
genegationsygems,it hasthefollowing advartagesover the otherproposedstateof-the-art:

¢ Clients are not requiredto cadche any objects or pointers to objects other than that which the client
has explicitly expressednterestin receivirg. To date secom geneation sysemsthat addressthe
flashcrowd issuedo soby requiiing participating clients to explicitly cachecopies of objectsthatare
not necesarily of direct interest on the behalfof the systam (i.e., for other clients). While techrical
complcations arearguably solvable,it remainsunclear whetheruserswould feel comfortéble using
their own disk spaceto hostunknown content.

¢ PROOFShandkesdynamicchargesin overlay memberstp (i.e., partidpantsjoining andleaving the
sysemwith time) without ary addtional mechaism or modificatian to its fundamentaldesgn. In
addtion, PROOFSis naturally robust evenwhenthereexist a subsantialnumberof clientswho “take
advantageé of the systemby usingit to obtan popular objeds, but who do not fully partiapatein
asssting other clients by eithe refusing to forward content or even secrety droppng all queries it
recaves. While somesecad geneation systemshave demorstratal certan degrees of robustnes
agairst changsin overlay membershipit is unclearhow they perfom in ervironments wheresome
clientsvary their levels of paricipation in theforwardng queries and/a delivering storedobjecs.

e The systam is amenale to the formation of complex queiies that contan keywords or temporalre-
strictions(e.g.,acopy of anobjed genergedwithin thelast5 minutes). Thisis muchmoredifficult to
dowithin secom gereratian sysemsin which the objed desciption musthashto a uniqueidertifier.
In first geneaation protocols eachclient visited paresthe quew for itself.

Our desgn is motivated by the observations in [5] that more attenton shauld be paid to the manage
ability, reliability androbustnes of communcation systeans. Ratherthan target our main efforts toward
minimizing traffic levelsanddelivery latercies,the systemis desigredto achieve “good’ traffic levelsand



latercieswhile remainng robust, reliable, andmanageble under a variety of network settirgs. We demon
strak thes claimsaswell asthe scalalility of the systen to thousandsof participants by performing the
following tasks

¢ Throud analytical modeing andsimulaion, we showthatthelik elihood thatthe constuctedoverlay
sepaatesa client from reaching alarge fraction of other clientsis extremely rare,evenin thepresece
of clients dynamically joining andleaving the overlay.

e Throudh simulaion, we showthattraffic levels, latercy, andconrectivity grow in atolereble manne
as a function of the fraction of overlay nodes ceaseto perform query and object forwarding (i.e.,
norncooperatve nodes).

e We evaluak a protatype implemenation on a testled compried of end-ystemsscatteed around the
world. Although smallin scalecompaed to how we hope the systemwill eventually be used the
tesbeddemonstatesthatlaterciesandtraffic utilizations by the systemarelow enaughto make the
appoachfeasble in today’s networks.

The paper proceedsasfoll ows. In Section2, we overview relaedwork. Section 3 descibesthe bastc
archiecture of PROOFS In Section4, we evaluae our design’s robustnessin the faceof dynamic charges
to overlay memberstp andclients who offer limited participation. Section5 preentsexperimentalresuls
using a prototypeversion of PROOFS upon therealIntemet. We discusssomelimitations, future directions,
andchallengesn Section6 andconcludein Section?.

2 RelatedWork

The ideaof flash-cowd alleviation via replication was previously consderedin [4]. However, the archt
tecture there involves an elobrate communicéion and exchange mechaism betweenseners within the
network, having beendevelopedbefore the notion of peerto-pee communi@tion gainedin popuarity. A
systen whosedespn is similarin severd respectsto PROOFSis examinal in [12]. There,a mathematal
modelof a discrete-eentversian of arandbmized,scopd searh protocol is analyzedandsimulaed. They
show thatupon randomizedtopologies,suchsysemscaneffectively scaleto overlays thatcontain millions
of participating clients. However, their evaluation, restrided only to simple mathemécal modelsandbastc
simulaionsatopthesemodelsdoesnot evaluak therobustnes of theappioach:the effects of clientsjoining
andleaving the overlay arenot consdered In addtion, it assunesthatall clients are“full participans” in
that every client is willing to forward queriesaswell asreturn copies of requestedobjeds wheneer the
client downloadedthe objed. Here,we focus on the perfaomancewhenthes asaimptiors arerelaxed and
alsolook atthe performanceof a prototypeimplemention.

A significant amourt of attertion hasbeenpaid to secad gereration P2Parchiectuiessuchas CAN
[7], CHORD [14, 1] and PASTRY [11], in which partidpants have a sen® of direction asto whereto
forward requests. For unpopular documents,secad geneation architectures cleaty provide benefitover
their first gereration counerparsin termsof the amountsof network bardwidth utilized andthetime taken
to locate thosedocuments. However, to be ableto hande documeis whosepopuarity suddenly spikes
without inundating thosenodesresnsile for servingthesedocuments thesearchtecturesmustimplemen
a cacing mechaismthatcachesthe objeds. It is unclear whethe the transfer overheadssuchanappraach
makessensan abrowserlike ervironmentwhereclientsjoin andleave the system at high frequengy. Last,
we suspectthatmemberof the overlaywho do not patticipate fully (e.g.,droprequestsor refuseto trangnit
objects) cansignificantly deterbratethe effectivenesof theseapproacthes.

Therehasbeeninteresting theoreical work that looks at waysto form “good’ topdogies for scopel
searties. One exampk is that of [6] which focuseson building randamized topologieswith bounds on
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the overlay graphs diamete. The procedureis somavhat morecomplicatedandrelies on a centrd sener
at various points in the algotithm beyond merebodstragping. The overlay geneation methodconsdered
heredoesnot give ary suchguaranteeson overlay graph diameer, though we exped thatin pracice the
diamete will be small. In its currert form, the only certralized comporent of PROOFSis what is usel
to bootstrapnew clients into the overlay. However, othe meanssuchasmulticad or anycastcanbe usel
in place remaoving the needfor a centrdized comporent. Last, thereexists a small body of work that has
measuedor analyzdexisting P2Pfile sharng sysemssuchasGnutellaandNapser[13, 8, 9].

3 DesignDescription

In this sectbn, we deribe the appication for which the PROOFS systan wasdesignedanddescibe the
detals of that design. PROOFSpumoseis to provide timely delivery of web objeds that are storad at
locatonswhoseavailability is compramisedasaresut of a heavyrequestloadfor the objeds. Proofswas
designedwith thefollowing design objectives:

¢ Minimize operdiona compleity: Eachclient shauld berespamsiblefor perfarming a small numbe
of simpletasks (perhapsrepeaed several times). A flow-chartdiagramof a nodés opeation shout
be shortandsimple minimizing thelikelihood of implemerationerror.

e Minimize stak: To form an overlay, clients mustmaintan a list of neighborsthat canbe conteacted
for the purposesof a seach. Clients also maintan thosepagesthat are of interest to them. It is
preferrednotto requre clientsto maintainaddtiond statefor purmposessuchasmonitaring or shaing
of network statigics, or for the caching of objectsnot explicitly requestedoy thatclient. Furhtermae,
the stae shoudd be “soft” in that any incorrect pereptiors abou the operating ervironmentdo not
preventthe systemfrom performing its task (but may decreasesysemefficiency) suchthatthis state
cansimply expire with time.

e Limit recovery code oftenprotocolsrequire addtional compleity to “hed”, e.g.,recover from net-
work paritions or adaptthe overlay to dynamic chargesin memberstp (clientsjoining/leaving the
overlay). We wishto remove ary suchaddtional mechaism except for whatis requredto bootgrap
the syseminto operaion.

¢ Naturdly cope with limited partidpation: someclients may refuseto deliver objeds they have re-
ceived. Othersmay refuse to forward queries, andworseyet, someclients may not wish to reveal
their refusalto assst. The systen shoud continueto function propely andefficiently evenasthes
nonparticipans grow to significant, but not overwhelmirg proportions.

e Theability to putricher semantis within the query includingtempaoal specifications.

3.1 Application of PROOFS

Figurel pictorially demonsrateshow PROOFSalleviatessymptomsassaiatedwith flashcrowds. In Figure
1(a),asetof endsystansis attemptng to recave the sameobjectat roughly the sametime directy seners
containing the object. DNS requestsissueal by thes endsystemsvould point thesesystensto a small set
of senersfrom which they canreceve the objed. For instance,a recentqueryto the DNS for cnn.cort

retumed6 IP addessedo which http queries canbe trarsmitted. This small numberof sitescanrot handke
sudaen, huge increasesn requests. To redirect theseinitial requests,DNS would requre subgantid mod-
ificationsin orderto quickly updat DNS entries throughou the Internet to preventclients serding queries

1on 1/9/2002from hostmedellin.cs.columia.eduvia the Linux commanchostcnn.com



(a) “Standard”architecture (b) PROOFSenhancedarchitecture

Figurel: An exampleof how PROOFS assstsin timely objed retrieval.

to the overloadedseners. While deployed content delivery solutionsareableto offset the load imposeal on
theseseners for sub-djects (JPGsads etc.),they areunable to offset the load for the original requestfor
whatis oftenreferredto asthe contaner page. Figurel(a)is anexamplewhereseveral endsystemsplace
tempoally-adjacen requestsfor the sameobjed, overloading the capacity of the seners. As aresut, the
majority of requestsremainunansveredandfail, frustrating mary of the usersthat placedthe request. In
Figurel1(b), with the PROOFS sysemactivated, endsystemsanquely othe end-gstemsfor acopy of the
object. Presumaly, the systemworkswell if end-g/stemqueries for the object reachend-systensthathave
already obtaneda copy of the requestedobjed. Our desig leveragesoff the theordical and simuldion
resutsin [12] tha andytically demorstratethatin theory randanizedscgedseachesbetweenP2Ppartic-
ipants all looking for the samepopuar objed scalewell in termsof numberof packetstransnittedandtime
taken to retrieve the objed.

3.2 PROOFSDesign

Herewe corsiderthe architectural design of the PROOFS sysemwithout attemptingto optimizeits perfor-
mancein ary way whatsoeuer, i.e., no functionality is addeal beyond whatis necessaryto make it functiond
androbust. Therearetwo comporentsto the sysem,the client andthe bootdrap sewver. Fromthe pergec-
tive of PROOFS (without optimizaionsaddel), clientsarea setof homogeneow end-sywtemsthatform the
P2Poverlay andare usedto serd searties. Bootstap seners provide a meansby which clients canleam
abou andgainaccessto theoverlay. In our currentimplementatian, we utilizea singlebootdrapsener. For
the systen to berobust, it is likely necessaryto have multiple bootdrap seners. Below, we limit discussian
to asysemthatcortainsasingle boastrapsener. We briefly discusssomestraightforward waysto provide
multiple senersin Section6. A detadled explorationis beyondthe scqoe of this paper
EachPROOFScclientrunstwo protocols,Const r uct Over | ay andLocat eChj ect . Const r uct -

Overl ay is respnsile for determiring which setsof clients a client is permitted to querywhensearclng
for objects. Locat e(bj ect is the protowl thatparticipatesin searclesuponthe overlay network formed
by Construct Overl ay. Const ruct Over | ay is in essacethe passve comporent, runnng contin-
ually, wheread.ocat eChj ect runsonly whenflashcrowd phenanenaexist within the network. Below,
we give brief desciptions of thesetwo protocols Theseprotacols rely heavily on rancomnesso be both
simple androbust. All communi@tions betweenclients occur at the IP level, i.e., eachclient hasan IP
addessandport thatit usesto sendandreceve communcatiors. The undelying routing sysemis not of



coneernin this pape.

3.2.1 Construct Overl ay

Whena client wishesto participatein the PROOFS systam, the Const r uct Over | ay protocol first con
tactsa boatstrapsener to obtaina preliminary list of neighoors (an IP address:pat combiration). A client
A’sneighborsarethe setof nodeswith whichit is permitedto initiate contact. Hence,if the P2Poverlay is
viewed asa graphG in which the setof clients arethe nodes, thenthe neighbor relation is indicatedvia a
direded edge. Becawsewe usedirectededgesit is possble for node B to be node A’s neighbor (suc that
A caninitiate contact with B) while A is not B’s neighbor (suchthat B canonly communic#e with A di-
rectly by responding to A). This setof neighborsis theonly statemaintairedby theConst r uct Over | ay
protocol thatvarieswith time. Thereis afixedbound C, onthe maximumnumberof neighborsthata client
will maintan.

Clientscontinually perfarm whatis called a shufle opemtion Theshufle is anexcharge of a sulsetof
neighborsbetwee a pair of clientsandcanbe initiated by arny client. Theclient (G thatiniti atesa shufle
chomsesa subse of neighborsof sizec thatis no greder thanits currert numbe of neighbors It seletsone
neighbor, C, from this sulsetandcontactsthatneighbor to participatein theshufle. GG serdsthe subse of
neighborsit sele¢cedwith C, removed from the subgtandC; addel. If Cy acceps C's shufle, it selecs
asubse of neighborsfrom its list of neighborsandforwardsthis subséto GG. Uponrecaving eachother's
substsof neighbors ¢ andC, updde ther respective neighbor setsby including the setof neighborssent
to them. Thereplacements doneaccading to threerules:

1. No neighborapperstwice within the set.
2. A clientis neverits own neighbor.
3. Increasethesizeof thethe neigltbor setif belon the bound befare overwriting previous entries

4. Neighhorsin the neighbor setcanonly be overwritten(i.e., removed) if they weresern to the othe
neighborduring the shufle.
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(a) Beforethe shufle (b) After theshufle

Figure2: An exampk of ashufle opeation

A sampleshufle opemtionis shavn in Figure2. There,clients arerepresentedby numbeed circles.
Directed edgesindicate the neighoor relation, wherean arrowv pointing from A to B meansthat B is a



neighborof A. Neightorsaredepidedonly for the darkenedclients numbeed4 and10. Thesenodesstat
with the setof neighbors depidedin Figure2(a) andendwith the setof neighbors depidedin Figure2(b).

Notetwo important points: first, no client becomesliscannecedasaresut of ashufle: it simply moves
from being the neighbor of onenodeto being the neighbor of anaher. Secondif client A is B’s neighbor
andB initiatesa shufle with A, thenaftertheshufle, B is A’'s neichbor (i.e.,the edgereverses direction).

In our currentimplementation, a client waits a randan amountof time sampledfrom an exponentid
distribution. A shufle requestis only rejeded by neighborsthat have placed a reques to shufle but have
not yet received a respnse Upon recevving a rejection (or a timeoud, a client coninuesthe processof
choasing the next time to initi atethe shufle from a uniform distribution. The rejection mustbe explicitly
ackrowledged Clientsthatdo notrespand to shufle requestsareassunedto beinadive (i.e.,arenolonger
partof the overlay) andareremovedfrom therequestirg client’s neighborset.

Shufling is usedto produce an overlay thatis “well-mixed’ in the a client’s neighborsare essatially
dravn at random from the setof all clients that participatein the overlay. Thereis no attemptto optimize
theoverlay suchthatneighborsaretopdogicdly adja@nt. Thereis norea®nto everterminat theshufling
opemtion. Oncea“random” stateis reacted,additonal shufleswill keepthe overlayin a“random” stake.

3.2.2 Locat ehj ect

The Locat eObj ect protocol is the protocol that attempts retrieval of the desiral object by searclng
amongthe participating clients that are connected togetter by the overlay that was condructed usingthe
Construct Over| ay protocol. Oncea client decidesto use PROOFS to retrieve an object (how such
a dedsion canbe madeis discussedin Section6), a queryis initiated at the client. A querycontans the
following information:

¢ Object: adesciption of the objed being seartiedfor. In our current implemenétion,the desciption
is restricted to the URL that descibesthe original location of the page However, the desciption
caneasily be extendedto hande moresoplisticated queries (keywords,tempoal specfications etc.)
since the setof locatons seartiedareindependentof the objed specificdion.

e TTL : a courter that courts the maximumnumber of addiional hopsin the overlay thatthe query
shauld propagataf a copy of therequestedobjecthasnot beenlocated.

e fanout: avalue f thatindicatesto how mary neighborsa client shoud forward a querythatit has
recavedwhenit doesnot have a copy of therequetedobjed (assumiig the TTL hasnot expired).

e Return Address. the addressof the client thatinitiatedthe query suchthat oncea suitalle object is
located, it canberetumeddirecty.

Whenaclient recavesaquey or initiatesaqueryfrom anaherclient, it first checksto seeif it contains
a copy of the requestedobject. If so, it forwardsthe objed to the return address specified in the query.
Otherwiseit decementdhe TTL of thequely, andif the TTL is non-regative, randomly selects f neighbors
from its neighbor setandforwardsthe quey with the decrenentedT TL to thoseneighbors. Neighbas that
receie the quely are expeded to acknowledgeaecapt by sendng an ACK packet backto the client that
forwardedthe quer. If no ACK is returnedfrom a client thenanaher clientis seleced at randan andthe
quey is instead forwardedto thatclient.

If aclient thatinitiatesa query does not recave a copy of requestedobjed after a certainpeiiod of
time, the client assumesthatno clients reacedby the quay hada copy of the objectandrepeatsthe quey.
Currenty, weincrementthe TTL value by oneeachtime aquely fails until readiing a givenvalue.Becaug
eachseachis randamized,eventhefirst few hopsof the new querycanvisit clientsthatwerenot visited on
previousqueties. Thetime time a client waits betweersubseguentqueriesis ¢t7, wheret is the TTL of the
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query and7 is somerough estimateof propagationdelay. The sizeof the TTL mustbe chosencaretlly.

Thenumbe of visitsto clients grows exporentialy in thesizeof the TTL, sorapidincreasesin its value can
cau® unneessay floodingwithin the network. 7 mustalsobesetcarefuly: large valuesincreasepotertial

waiting times, but smallvaluescanleadto theinitiation of new queries prior to the completon of previous
gueiesthatmayyet returna copy of the object. We invegigatehow the settirg of 7 affects retrieval times
andtraffic levelsin Section5, anddiscus waysto avoid traffic floodingin Section6.

4 Robustness

In this secton, we evaluate the natuial robustnes of PROOFS By “natural”’, we meanthat no addtional
functionality is introduced beyond whatimplementsthe mostbasicfunctions nealedby the protocol (asis
descibedin Section3). In particular, we invedigatethe desigh’s robustnesasa function of the following
networking pheromena:

¢ Overlay patrtitio ning: Givena fixed setof clients paricipating in the overlay; it is possble thatthe
Const ruct Over | ay Protocolproducesparttionsuponthedireadedoverlay gragh suchpreventing
communcation betwea all pairs of clients. We analytically prove thatwhenthe overlay paritions,
thetypes of partitionscause arenever permarent(i.e., they areautbmaticaly heakdby the protocol
eventually with probability 1). We alsopresntsimulationresulsto shav thatfor reasmableneighbor
setsizes parttions arerareoccuence and,whenthey do occur arequickly heded.

¢ Joins/Leawes Oneexpedsthatovertime,clientswill join andleavetheoverlay, andthatclientsmay
leave without warningor notificaion. We showvia simuldion that the majority of clients canstill
read a very large fraction of clients in the overlay even whenjoin andor leave ratesare extremely
high.

e Pseudo-partidpants: Theremayexist clientsthatwishto retrieve objeds usingthe PROOFSsygem
but wish to limit participation asssting othe clients within Locat eCbj ect . Clientsthat do not
partcipate in the Const r uct Over | ay Protocolmaintdn a fixed setof neighbors throughaut the
durdion of their ses#on. This limits their own ability to retrieve contentassomeof thes neighbors
may leave the sysem? We shaw that, evenwith up to 80% of clientslimitin g their partidpation, our
despn maintdns accepabletraffic levelsandtimesfor object delivery.

4.1 Overlay Partitioning

We saythat an overlay is partitio ned if there exists a pair of clients, n, andny in the overlay whereno
pathexistsfrom n; to ne. Suchanoccurencewould preventary quetiesforwardedby n; from reaching n,.
In our discusionsbelow, we will consderboth partiionsin the directedgraph (thattakes into accaintthe
diredions of the edge$ aswell aspartitions of the underlying undrected gragh (wheredirecions of edges
do not matter) Clearly, if theundrected graphis parttioned, then the directedgraphmustbe partitionedas
well, but thereverseneeal not betrue.

Partitioning of the undirected comectedgraphis of particular concen. It is easyto shav thata partr
tioned undrected grapgh cannd berepdred via shufling. In confrast,it is eay to shav thatadirededgraph
thatis patitioned but whoseunderlying undirectedgragh is not parttioned canberepared by shufling.

The pracical complicatiors in maintairing an undrected overlay graph (where an edge permits bi-
dirediond communtationbetweenthe nodesit connets) compds us to usean overlay whoseedgesare

2Note thatunde the bootstrapjng processthesenodesare assignedas neighborsto othernodesand remainas parentsuntil
explicitly removed.



unidirectional. Unfortunatdy, it is concevablethatshufling opemtionswill partiion theunderlying overlay.
However, we now presen a theaetical resut that demonsratesthat any partitioning of the graph dueto
shufling is only temporay. With probability one(givenenaughtime), the shufling processwill eventually
recomectthe sepaatedparicipans. We emphasiethatthis theoreical resut holds conclusively only when
nodes do notleave the overlay?

The resultis proved by consdering the underlying undrected gragh (i.e., remaving the directions on
edgesin theoverlay graph). We first prove thatshufling will not parttion such agragh, andthen show that
if the underlying undrectedgraphis not paritioned, theneventuwally a pathwill exist from any noden to
anohernode ny within thedirectedgraph.

An undirectedgraph G is saidto be conrectedif a pathexists betwee every pair of nodes,n andns.

Theorem 1 Let G be an undrectedconneted graph, and let G be the graph that is derived from G by
applying an arbitrary shufle opemtion. ThenG is an undirectedconrectedgraph.

Proof: A shufle consitsof anexchargeof apair of m nodes. This excharge canbedone by first remaoving
thoe nodesthatappea in both shufle setsandthenperfarming the exchangeonenodeat a time (wherean
exchangemight bein asingle direction for the casewhereonenodehasfewer thanm nodesin its neighbor
setto swap)* Hence we canrestict our attertion to the casewheretwo nodes exchangeat mostoneentty.
It follows from induction thatif the graph remainsconrectedaftera singleswap, it remairs comectel after
all swapsperfomedwithin the shufle.

Let P = (ng,---,ng) beanarbitrary seqeenceof nodes that forms a pathin G asdepidedin Figure
3(a). Sincewe arecorsidering a single swap, therearethreecase to corsider:

e Casel: neithe node implementingthe swap lies on the path This meansthat while there may be
nodes on the pathwhoseedges change (as a resut of the swap), the changed edgesconrectto the
nodesimplementing the swap. Hence,no edgesthatform the pathare changed,so the pathremairs
after theswapis compkte.

(a) Initial topology andno swaps (b) Oneswaponthepath

Figure3: A geneic pathwherethe nodebeingswappedwith is off the path

e Case2: onenocde, nj, thatimplemens the swap lies on the pathandthe other lies off the path (call
this othe nodengy). Sincethe nodestha implementthe swap are conrectedboth beforeand after
they perform the swap (but the direction of the edgechangeswithin the directed graph, two possble
scerariosoccu: thenodeon the pathswapsaway no edges or swapsaway oneedge.As canbe sea
in Figure3(b), a pathbetwee n; andn; remairs afterthe swap.

31t is trivial to constructcaseswhereleaving nodescan createa partition that canna be healedwithout outsideintervention.
Subsequersimulationresultswill demorstratethatsuchpermarentpartitionsareextremelyrare.

4Onceduplicatesareremored, the swappingoperationis associatie, i.e., theorderin which nodesareactuallyexchangel does
notalterthefinal outcome.



(a) Initial topologyandno swaps (b) Oneswaponthe path (c) Two swapson the path

Figure4: A gereric pathwherethe node beingswappedwith is on the path.

e Case3: both nodes lie on the path. It follows thatif n; andn,,, arethe nodesimplemening the
swap, theneither n; is a neighbor of n;,, or n; ., is aneighborof n;. In either case there is an
edge conrecting n; andn; ., in theundirectedgraph We canrestict our attention to the alterrative
path(ni,: -, nj, njtm, +,nE) CcONrectingn; to ng in G. We usethis pathinstead andrelakel all
ng, £ > j asny_p,41 Suchthatn; andn;;, arethe nodes thatimplementthe swap. Here,thereare
three casego consder: a) no edgeson the pathare swapped betwee the nodes b) n; forwards to
n;j41 its conrectionto node n;_; andn;, forwards n; anodethatlies off the pathor no node(this
casealsocoversthe casewheretheroles of n; andn ;| arereversed, andc) n; forwards noden;_;
ton;;1 andn;; forwards edge n; 2 to n;. As shavn in Figure4, for all threecasesthe resuting
graph remainsconrected.For cag b), the new pathskips over noden; andfor ca c), the new path
goesfromn,;_; ton;1 ton,; ton,s.

Theorem?2 Let G be a direded graph for which a path (in the undirectedsen®) m, no, - - -, ng, exists
conrectingn; to ng, but wher no directedpath existsfrommn; to n,. Thenthere exists a seriesof shiifle
openationsthatwill formthedirectedpath

Proof: Dueto lack of space we simply presenta sketch of the prod. Conster the undrected path
betweem, andn,. Then,byinductiononi, we perfaom aprocedirethatbuilds adirededpathfrom» to a
noden’ wheren' is atmostk — ¢ hopsfrom n;, along anundrected path Once: readhesk we have achieved
our resut. By choasingthe closest node /' to n;, (in the undirectedsen) that canbe reacled via directed
edges from n; andvia undirectededges to n, the direction of the edge between:’ andthe next hop node,
n'" onthe undrected pathcanbereversal by having 7/’ initiate a shuffle operdion with /. Theundrected
comporent of the pathto n; is now one hop shorer, eithe becaiseof the addiional hop on the directed
pathfrom n’ to n”, or beausen” transferedits directed edge to the next hop on the pathto 7/ during the
shufle. Sincethe proper sequace of shufling opeations is afinite setof shufles, with probaility onean
appopriate sequeceis eventually seleded. [

Last,we have performedsimulaion resuts thatdemorstratethat whenthe setof clients remainsfixed,
thereis apartition in thedirectedserselessthan95% of thetime, andthatduring thes parttions, all clients
arestill ableto reachmorethan95%of theclients in the graph Thesesimulaionsarediscussedn the next
subsction

4.2 Handling Dynamic Joinsand Leaves

We now evaluate the likelihood of a patrtition for the casewhere clients dynamically join and leave the
PROOFS sygem. Clearly, one canconstuct samplepathsof joins andleavesthat causea partition in the
undelying directed grapgh. However, we usethe foll owing resut of Erdds and Réryi in [2] to argue that
partitionsin the directedgragh arehighly unlikely.

10



Theorem 3 (Erd0s) Let G be a graph containing n nodesand 1/2nlogn + an + o(n) edges wheee the
nodes connectedby the edge are drawn froma uniform distribution over the setof all possble edges Then
thegraphis not paritioned(i.e., is conrected with probability exp(—e 2*) asn — oo.

By settimg « to areasmablesizedvalue (e.g.,11), the probaility of sucha randan gragh beingparti
tioned is lessthan 10=°. Sincenodesin suchgrapts have an expeced degreeof 1/2logn + a + o(1), a
onemillion nodegraph, with o = 11, would attain this low parttioning probability wheneachnode hasan
avergge of 13 neighbors. We suspet thatthe distribution of grapts geneatedby shufling combired with
dynamic joins and leaves of clients is similar, thoudh not exadly the same,to the distribution of grapts
geneatedin Theorem3 suchthat a similar resultwould hold and herce, the likelihood of the undrected
graph paritioning for area®nally-sized neighbor setis miniscule. However, we have yetto formaly prove
thisresut. Instead,we resortto simulaion to make our case.

We now presei simulafon resuts to evaluae how clients joining and leaving the overlay affect the
overlay's ability to provide commurication betweea arbitrary setsof clients. In eachsimuldion, an uppe
bourd, NV, is placed on the numberof clients participating in the overlay. Theseclients join andleave the
overlay, eachclient’s join andleave timesare exporentialy distributedwith ratesof A andu, respetively.
Eachclient initiatesshufleswherethetime betweernthes initiationsis exponentially distributedwith mean
rate 1. In theseexperiments,whenclients left the overlay, thereare no explicit attemptsto self-heal the
overlay, i.e., edges that pointed to clients since departed subsguenty point to nowhere until the client
retums. Upontheir returnto the overlay, a client would inform the bodstrapsener of its arrival, obtainng
a new list of neighoors from the boastrap serner and updding the bootgrap sener's (potentially shor)
list of active partidpants We variedthe likelihood with which a client would inform the boastrapsener
of its departurefrom the overlay. However, we found this annaincemenhto have negligible impacton
perfomance soresuts presetedhereareonly for the casewhereclientsdo notinform thebodstrapsener
of departures.

Duringasimulaion, we samplethestausof theoverlay atanaveragerateof 1/N, with thetime betweea
sample drawn from anexponential distribution. We colled 1200samples anddiscardthefirst 200to allow
the experimert time to corverge toward a stealy state By PASTA, the factthatthe timesbetweensample
areexporentialy distributed guaranteesthatthe sample indeel reflectsteay-stae behaior®

During eat samplefor eachactive client C (currently joinedto the overlay), we compuedthefraction
of otheractive clients thatcanbereached by C via somepathalong a seqienceof direded edgeswithin the
overlay graph We call this quantity thereadalility of C. During eachsample we compue the minimum,
mean,median,and maximumreactability over all active clients. Table1 lists the setof paraméersvaried
during experimentsaswell asthevaluesto which the different paraneterswereset.

Tablel: Parametervaried for patition simulaions

# clients 50,100500,10@,2000
client neighborhoodsize| 5,10,25,9

A 0.01through1

L 0,0.01,0.1,1

shufle size 2,5,10

bodsrapsener cache 5,10,50,100

5This of courseassumeshatthe systemhasreachedsteadystateby the 200thsample.
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Figure5: 95%bourdson reactability

Figure5 presetts resuls for experimentsin which N = 2000 clients formedthe overlay, eachwith a
bourd of 25 on thesizeof its neighbor set. The shufle sizeis setto 5 andbodstrapcachesizeis setto 25.
Figure5(a) plots, asa function of A andy, the level of reachability thatis exceeadin at least95% of the
samples by all clients. In otherwords fewerthanl of 20 sample shauld contain aclient whosereactability
is lower thanthe values plotted in the figure. X is varied on the z-axis with the different curves plot the
resuts for differing valuesof u. Figure5(b) is similar to Figure5(a) excep thatthe averege reachability is
usedin placeof the minimumreactability.

We seeat least95% of the time, the averagereachability equds one (all clients are able to read all
othe actwve clients). A client with the minimum readability within a sampé candrop aslow as 20%,
which meanghata clients’ querycanreachat most400 of the 2000 clients participating in the systan. We
emphagethatthes plotsarebasednthereactability of theclientwith lowestreadability ateachsample.
A singleclient remains‘the worst” for shortperiodsof timeandsoanindividual client saveragereachability
is muchhigher thanwhatis plotted here. In addtion, we notethatlow levels of readability occu only in
extremecasesvherethe expecedtime for which a client remairs in the systam is 50 timessmallerthanthe
expededtime for whichtheclientis exited from the systen. Notethatsucharatio corresponlsto ascerario
in which clients thatuseweb browsers twice a day run the browseron average for lessthan15 minutes per
sitting. This makesthesehigh ratios unlikely in pradice. We therdore expectunde realstic conditions,
reachability will behigh for all active clients atall times.

We now discussthe case wherethe setof clients arefixed is covered by setting 4 = 0 (clients join
andnever leave). We omit the plots since they overlapwith the casewherey = 0.01. In summaryin our
experimentswith y = 0, client reaclability dipped below 1 lessthan 5% of the time, and never dipped
below0.95.

We now examinehow thesizeof clients’ neighbor setsaffects minimumreadability. In Figure6, apoint
plottedat (z, y) indicatesthatthe minimum client hasreadability of y for atleag afraction z of thetime.
Thedifferentcurvesarefor the different sizesof neighbothoods We seethatincreasingthe neighbortood
sizehasa dramatc effect on the readability when A << u. Theoren 3 givesusintuition thatthe size of
the neighborhaod mustgrow at aratepropational to thelog of the numberof partiapating clients.

We condudetheexamindion of thereadability within overlays geneatedby theshufling algorithm by
noting thatwe have examinedthe algarithm in anervironmert wherewe make no explicit attempsto repar
partitions. In pradice, it would be simpleif desiral to addan addtional mechaismto explicitly perform
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Figure6: Effect of neighbohoodsize

repars. For instance,a client, upondetecting an unrespnsive neighbor could remove the neighbor from
its neighbor setandshufle with anactive neighborto replenishits neighborset. On therareoccaionsthat
a client finds itself partitionedor unable to increaseits neighborhaod to the desred size by shufling can
confactthe bootstrapsenerto obtan afreshsetof neighbors. Suchtypesof mechansmswould redue the
likelihood of partitioning, improving reactability, if deemececessary

4.3 Non-cooperatingclients

We now turn our attertion to evaluaing the robustnessof PROOFSaswe vary the level of partiapation of
clientswithin protocol Locat ehj ect . Becaug PROOFSis desgnedto run onusers desktg machires,
we mustaccauntfor thefactthatnotall clientswill bewilling to fully paricipate. In somecasesglients may
even attemptto deceve othersabaut their levels/ability to participate[13]. Often,the ability to adjust the
level of partidpation is a featue in file-shaing systemsi\e introducethreebasicmeansby which a client
canlimit its participationin PROOFS:

¢ Query-only: aqueryonly client will actasthoughit hasnotreceveda copy of the object. However,
theclient will forwardquetiesfurtherin thenormd fashion (forwardng thequey to f neighborsafter
decementirg the TTL aslong asthe TTL is largerthan0.)

e Tunneling: uponrecevingadquery, atunreling client seleds asingle neighborandforwardsthequely
to the neighbor with adecramentedT TL .

e Mute: amuteclient drops all queriesit receiveswithout notifying otherclients of this behavior. We
assunethat othe clientsarenot awarethata givenclient is muteandthereforeno action is takento
compesatefor muteclients.

Using discree-evert simuldion, we evalude the perfamanceof PROOFS asa function of the numbe
of message transnitted to eachclient and the averagetime taken for a client to receve the requested
object. In these simulations,time is measurd in hops. the time for a client to communic#e with anaher
client (i.e., forward a quey) takesa single time unit. A client cantransmit an unlimited numbe of queies
to neighboiing clients within the sametime unit.

0ur original intentionwasto not decrementhe TTL but this createdlarge bandwidthoverheals as the numkber of limited-
participationclientswaslarge.

A subtlepoint shouldbe madeherethat the averagenumber of queriesreceired equalsthe averagenumberof queriessent
(sinceevery querythatleavesa client mustarrive atanotherclient.
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Following theleadof [12], we evaluatethesemeasuesof performanceusing two differentclient arrival
processeghat detemine the proximity in time with which clients became interestedin the “hot” objed
and initiate queries. In the isolated arrival process, only one client is interestedat ary given time. A
client’s seart for the objectmustcompletebefore the next client' s searchcommenes. In thejoined arrival
processthetimesat which client searclesareinitiatedfollow the distribution of a brarching process.This
isimplemenedby probailistically initializing a client’s searctthathasnotyetbegun ateachtime unit. The
probability for time unit ¢ is p + ¢*(*), wherep andg areconsantandn(t) is the numberof clients thathad
beeninitiated by time unit ¢ — 1. This emulatsa scerario wherea client self-nitializes with probability
p oris “told” abou the object by eachothe client that hasalrealy stared its searchindepgendertly with
probability ¢. In our experiments,we setp = 0.001 andg = 0.01.
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Figure7: Non-cmoperaion searchcompletbnrates: Isolatedarrival process

We begin by considering the fraction of searclesthatfail to locate a copy of the desiral object. As the
fraction of clientsthatarewilling to forward queriesor return copiesof objectsdecrasesthelikelihoodof a
seart failing increasesFigures 7 and8 plot resuts of simulaionsusingtheisolatedarrival process.In both
figures,the z-axis indicatesthe fraction of clients that are non-participants. The type of non-partidpants
(query-only, tunneling, or mute)is indicatedby thedifferentbarsin Figure7 anddifferentcurvesin Figure8.
Whenz = 0, all clients are“behaving”foll owing the basicrulesof the protocol. Here,the overlay usedto
geneatetheseplots contdns 1000 clients, eachwith a neighbor setof size25. Thefarout, f, usedhereis
5. Eachpoint plottedis the the average of 300 runs Whenshavn, 95% confidenceintervalsaregeneated
from 20 sampleghat average 15 datapoints at a time (suchthat eachsampe is dravn from a distribution
thatis apgroximately nomal).

Figure 7 illustratesthe fraction of clients that locate a docunentasa function of the fraction of non
cooperatve clients. Thoseclients who limit their participation all do soin anidentical fashon: thedifferent
curvesindicatethe type. We seethat even whenthe fraction of non-amopeating clientsis ashigh as0.5,
all clients’ queiesaresucaessfu whenthe non-cooperatian typeis query-only or tunreling. Whenthetype
is mute,aclient’s quay is succasful 99.5%of the time. We also obsene that the fraction of clients that
find the documem doesnot degrace as the fraction of non-coopeating clients increasesfurther with the
exception of the mutetype of norrcooperatian. There,fewerthan20% of seartiesfail to locate the objed.

Figure 8 plots the average numbe of messags per client and averagetime units requred using the
isolated arrival process. From Figure 8(a) we oberve thatwhenthe fraction of non-copeating clients is
0.5, the average numbe of messagedoesnot evendouble. In fact, for muteandtunneling types levels of
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Figure8: Non-cmperaion overheal: Isolated arrival process

traffic increaseby only 50%. We seethat typestunnding and mute have lessof animpacton traffic than
doestype query-only. We note arathe large confiderceintervalsatz = 0.7 for the mutetype. Thesearea
resut of thesmallnumberof seachesthatdo notlocatethe objed becauseno pathexiststhroughnon-mue
clients to the object. This create a small setof seartiesthatusea significantly larger amountof traffic.

Figure 8(b) plots the average numberof time unitstakenfor a client to retrieve the objed. We obseve
herethat types query-only andtunreling cau® minimal increasesn searchtimes. The mute type causs
aminimal increassewhenthe fraction non-mopeating clients falls below0.6. However, the time increases
dramatcally oncethis fraction is pased.

We ran similar experimeris for the casewhereclients initiated queries accoding to the joined arrival
process.There,we observe similar trends in boththe average numberof messagsandthe average numbe
of time units. The only differenceis thatthe averagesareslightly (no morethan20%) higher thanfor the
isolated arrival process.
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Figure9: Non-cooperaion searchcompletonrates: Isolatedarrival process

Next we examinethe effect of varying the size of the neighbor set. The paranetersfor the numbe of
clients andfanaut remainsimilar to those in the previous experimers. Figure9 illu stratesthe fraction of
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clientsthatareableto locate thedocunent. Thedifferent barsplot thesevaluesfor various fractions of mute
non-coopeating clients andvarious fanous. We find whenfanaut f = 2, increasingthe neighbor setsize
doeslittle to improve the likelihoodof a seart succedingwhenthe fraction of non-cooperatie clients is
large. However, such anincreasedoesyield signficantimprovementsvhenthe fanaut is 5: increasingthe
neighborsetsizefrom 10 to 50 chargesthefraction of seartiesthatsucedfrom 0.25 to 0.82 when80% of
theclients arenon-mopeative.

Ourfindings indicatethata fanaut of f = 5 is sufficient to handk overlays in which large fractions of
client arenon-cooperative of type mute. With query-only, andtunnding type of non-mopeation, we find
thatthe fraction of clients thatareableto locae the objed is near100% evenwith afanaut aslow asf = 2
andhalf of theclientsarenon-cooperatve.

200 T T T 50
f=2, p=0.5 -+
f=2,p=0.8 --3e-r PIE T —— Ko i
f=5, p=0.5 -~ 20| R L ZE— %
f=5,p=0.8 -~ ] S
=10, p=0.5 -=---dwes 35 1., f=2, p=0.
p=0.8 v f=2,p=0.
30 ¢ f=5, p=0.
25 L =5,p=0.
p=0.
.p=0.

—
L
iy

o2

20} .

Expected # of rounds

Expected # of messages per node

10 20 30 40 50

40 50
Neighbor set size Neighbor set size
(a) averagenumter of messages (b) averagenumber of rounds

Figure10: Non-co@eratbn overhead:|Isolatedarrival process

Figure 10 illu stratesthe average numbe of messgesper client and average numbe of time units for
the samesetof simulations usedto plot Figure9. We obsewe thatincreasimg neighbor setsizesignificantly
redwcesthe messagsandthe time requred to locatethe documentfor smallerfanauts andlarger fractions
of non-aopeative clients. Again, we obsene thata fanaut of 5 upon anoverlayin which clients’ neighbor
setsare size 25 kees the average numbermessags receved per client small (around 25), and the time
requred lessthan5 hops. Evenaneighbor setsizeassmallas10 is sufiicient to locatethe docunentwithin
5 hopswhen half the clients are non-cooperative. We obsere similar trends to that explored in Figure 8
with query-only andtunreling non-partidpant.

In summarythesesimulaion resuts indicatethat PROOFSis robustin overlays evenwhenthefraction
of clientsthatarenon-cooperative 0.5.

5 Experiments

In this sectia, we presentresuts of our useof anexpelimentalprotatypewithin awide-areanetwork settirg.
Our experimental testked consstsof a variety of machine gatheed at the following acadgmicinstitutions
arownd the globe MIT(MA), USC(CA), Columbia(NY), UCL (Londan), GeogiaTech (GA), UKentucky
(KY), NTUA (Athers, Greece) UNC (NC), CMU (PA), UCSD (CA), UDelawvare (DE), UMass (MA),
UWiscorsin (WI), UoA(Athens,Greece)lUMN (Minnessota) andUniversity of Maryland (MD). Thehoss
yielded a hetegereousmix of opeating sygems(mostly Linux and Solarig, bardwidth capalilitie s, pro-
cesso speed andmemories

Our goalwasto examinePROOFSwithin awide scak expelimentcontaning thousandsof patticipating
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Figurell: Experimens with 180clients,simultaneos searties

clients. However, doing sowould have overloadedthe small numberof distributed machiresto which we
had access To gereratemore partidpants, multiple clients (between5 and 15) were assigiedto a single
machire assepaate processes.Sincea client’s neighborsare assigiedrandanly via the shufling process,
the selection of neighborsis not biasedby their network or physical proximity. Hence,the only effect
thatthis artificial proximity hason the expeiimentsis thatappioximately 1/nth of thetime, the end+to-erd
transnissiondelay betweenpairsis smalle thanwould be expededin pracice, wheren is the numkter of
hoss.

Our prototype is a multi-threaded Java execuable that usesTCP soclets to form and maintain con
nections betweenneigtborsin the overlay. We selected Java becawse of its inherent portahlity to all the
machires,though the execuable code is slowver thanwhat canbe achieved by coding in C. By using TCP
soclets,we did not needto conarnoursdveswith handing lost transmisionswithin the network. Whena
client shufflesa neighbor away, it closesthe TCP sodet thatleadsto the depared neighbor. Whena client
is informedof a new neighbor (during a shufle) it theninitiatesa TCP connection with thatneighbor. We
alsoimplementeda bootdrapsenerto provide the clients with avalid setsof neighborsduring their startup.
In all experimeris, the timesat which eachclient initiatesshufle opeations are exporentialy distributed
with anexpectal time of two minutes betweershufle initations. We let the shufling proceedfor ahalf hour
befare initiating our experimentsto give the overlaytime to “randomize” itself.

Figurellplotsresulsof 8 experimentsusinganoverlay consistingof 180clientswith aneighoorsetsize
of 15. In eachexperiment,a single client staits with a copy of the object. All otherclients simultaneowsly
seart for thatobjed usingafanou f = 2. Figure11(a) plots, for eachexperiment,the average numberof
guer requestsreceived by eachclient, aswell asthe maximumnumbe of requestsrecavedover all clients.
Onthe z-axis,we vary T, wherea client waits 7t millisecondsafter initiating a querywith TTL ¢ before
initi ating its next query (the maximumvalues are shifted slightly to the right to more easily distinguihs
betweeraverage andmaximumpoints). Figure 11(b) plots the correspomling average andmaximumtimes
taken from thetime thataclient’'s seachis initiatedto thefirst time thattheclient retrievestheobject (since
multiple copies canbereturneddueto the pardlel natureof the search.

We seethatby setting 7 to smallvalues, theexpecedtimeto deliveryis reduwced. However, therecanbe
subgantid increasedn traffic levelsdueto prematue transmissia of queries (befare previousquerieshave
hada chane to complet). We seethatfor values of 7 > 300, averagetraffic levels areappioximatdy the
samewith eachclient receivingon average fewer than25 queiesto allow all clientsto obtan the content.
This follows from our obsevation thattypical respmsetimesto queiesvaried betwea 100msand350ms.
Theresuts indicatethata client shauld give ampletime for a queryto complee its seart beforestating
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Figure12: Expelimentswith 80 clients, simultareoussearties

anoher.

Figure12 plotsresuts of betwea 10 and25 experimentsfor each50 msincrementof 7~ usinga similar
setupasbeforeexcep that here only 87 clients partiapate The conclusionswe drawv from theseplotsare
rouchly the same.We notethattraffic levels andretrieval timesareroughly the sameasfor the 180 client
case. This indicatesthat the numberof requestsandthe retrieval time doesindeedgrow slowly with the
numberof clients participating in the system.

Theseexperimerts demongrate that (admitedly, on a smallerscalg, PROOFS can retrieve popular
objectsin an efficient fashbn. The time betweenqueiies shoud be no lessthan 250 msec,giving ample
time for thelarge majority of queriesto reachtheir intendeddeginations.

6 Discussion

The apped of PROOFSis the simplicity, scalaility, androbustnesof its bast architecture. Thefactthat
often nodesreceve redurdantcopiesof queiies does increasethe levels of traffic it adds to the network..
However, this reduindarcy provesto be helpful in naturlly prevent paritions and allows the system to
opeiateeffectively evenwhenal large fraction of clientslimit their participation.

While we have demorstratel PROOFS’ ability to scabbly androbustly deliver objecs underheary de-
mand we have notevaluaedthepotertial damagesto thenetwork via misuseor intentiond aluse PROOFS’
scalaility relieson the fact that the objed a client seartiesfor is alsobeingseartiedfor by mary othe
clientsin thenetwork. In practice, it is neessarnyto limit theamountof floodingcaugdby seartiesthatare
notlooking for popular content. We ervisiontwo simplewaysto control suchflooding:

e Placelimits on the rate at which clients are willing to sewice queries. If all clients bound therate
atwhichthey processqueriesby somefixedr, theneachclient canonly inject queresinto the network
ata maximumrateof fr (theratecanbelower dueto queriesfor which a copy of the objectcanbe
returned). This canleadto a high querydroprate(i.e., processimg only oneout of every f queies),
worsenng performance However, it shauld effectively bourd the amountof traffic that PROOFS
adds to the network, irregpective of the numberof clients searting or patticipating in the overlay.
Secondwe have run othe setsof simulaions (not presemed here) in which eachclient patticipating
in the overlay dropsrequestswith a probability of p. The resuls are more favorabke thanwhat we
have obserned whena fraction, p, of clients drop all requests. Hence,PROOFSshoud cortinue to
locate objects efficiently evenwhenthe queryratemodesly exceedsr.
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Placelimits on the maximum TTLs for queries. Large TTLs are requred whenfew clients are
seaching for an object sothat their queries cover the majority of nodes in the overlay. In contrast,
whennumepusclients seachfor acommonobject,repeatedseacheswith smallTTLs will spreadhe
objectsarourd the overlay quickly asaresut of the overlay’s randomly connectedstrudure. Hence,
the numberof smallscpedsearclesthatfind the object is expededto grow exponentidly with time.

Thefollowing is alist of openissuwesthatstill require further invegigation:

Searh Initiat ion: We areinterestedin automaing PROOFS inside of awebbrowserto autanatically
retrieve objeds during flashcrownd condtions. A reasombleapprachis to first attemptto contect the
sener and,after ashorttimeod, initiate Locat eQbj ect .

DoS attacks: Protocds that fan out requestscan be useal to gereratelarge amouns traffic in the
network by placing bogus queries. While theratelimiting and TTL-boundirg techriquescanproted
the restof the network from being overwhdmed with queies, the geneation of a large numbe of
bogus queries can suppressthe ability to service valid queries. Onefix would be to prioritize the
senicing of queries to sitesthat are morelikely to legitimately contan flash crowds suchas news
sites. Anothea possbility is to prioritize senice of the morefrequently occuing queries,which are
morelikely to belegitimate.

Unavailable Objects: When an objed does not resice anywhere within the overlay, it camot be
retrieved, nor replicatedat intermediatepoints in the searchspa@. This meanghatseachesfor that
object will flood the system. Handling this caseremairs an open problem. We point out that this
probem alsoexists within semnd geneationappoachesthatrely on caching to prevert flooding the
focd point of adirededquey for apopuar object[1, 7, 11].

Neighbor Proximity: We have not madeary attemptwhatsoeer to shapehe overlayto theundely-
ing network topdogy. We find thatclients canrecover popular objeds in a smallnumbe of secands
upaon an overlay prodwced by simple shufle opeations. It remainsto be seenwhetheror not opti-
mizing the overlay topology cansignificantly redwe seach times, giventhat it will alsoredue the
“randomnes” of the searchwithin the overlay graph since seacheswill tendto cluster morewithin
locd geogaphial areas

Failed Bootstrap Sewer: Having a singe bootdrap seneris alimitation thatis easilyaddessedy
replicating the bootdrap sener at severalfixedlocations.

Object verification: A client participating in the overlay could easily transmit a fake copy of the
requestedobject uponreceivinga query. For sitesthatarevisited frequently, a browse coud obtain
acopy of apublic key usedby the site befare aflashcrowd arrivesat the site. By including a unique
certficateinto anobject(suchasanMD5 digestof theobject[10]), enayptedby theoriginating site’s
private key, this certificate could be usel to verify that an object did indeed originate from whereit
wasclaimedto have originatedfrom.

Thereareseverd waysto optimizethe manneiin which theoverlayis construcedthatcould potentially
improve the protacol’s performance Our simulations assumedhat all clients had idertical capalilitie s
and our experimentswere conducteduponwell-conneded, well-provisioned end-gstemsat acadenic in-
stitutions. Oneimmediatediredion of future work is to detemine how to congruct overlays uponwhich
rancomizedseartiesproceedefficiently throughthe overlay graph with anincreasediseof high bandvidth
clients andaredweduseof low bandvidth clients.

One exampke is using the methal descibed in [6] to gereratebourded-dameteroverlays. Another
would beto give preferenceto neighborswho areneaby (eithe topdogicaly, via hop-count or endto-erd
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delay). A third is to focusdesign toward graphs that exhibit smallworld phenanena.We areinterestedin
puraling thesedirecionsasfuture work. It would alsobeinterestirg to theordically prove resuts involving
the“shape” of thegrapls geneatedby shufling. For instance,arethey truly random, andif so,how quickly
do they corverge to arandan shape? It would alsobe of interestto analytically modelthe behavior of this
type and other protocols as membershp, levels of partidpation, and procesing capalilities of clients are
varied

Finally, we notethatit is corveniert to have conrectiors betwee neighborsin the overlay maintaned
via open TCP conrectiors so that we neednot worry abou lost messags. Sincethes conrectiors are
bidirectioral, it would beworth consdering allowingthemto be usedby both endmints, effectively making
theoverlaygraphanundrected graph. In theory since directed overlayscanpartiion muchmorefrequently
than their undelying undrected strucures, making eachedge in the overlay graph bidirectional would
improve clients’ expectedreaclhabilities.

7 Conclusion

We have preentedPROOFS asystan desgnedto deliver objecs whosesenersof origins areexperiencirg

flashcrowdcondtions. The systen usesoverlaysthatareformedvia a distributedshufling proceduresuc

thatneighbors areseletedatrandom. Randanized,scoped, flooding searclesarethenusedby clients upon

the overlay to locate the object that camot be retrieved from the overwhemedsener. We have shownvia
a mix of theomtical resuts, simulaion, andexperimentaton that by relying on randbomnessPROOFS can
achiee low latency delivery utilizing modesttraffic levels, evenwhenmembersip to the overlay charges
dynamically with time andwhenthereexist memberdhatlimit their participationin the system.
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