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Abstiact— Many definitions of fairnessfor multi cast networks assume
that sessionsare single-rate, requiring that each multic ast sessiontrans-
mits data to all of its recavers at the samerate. Thesedefinitions do not
accaunt for multi-r ate approaches,such aslayering, that permit recaving
rateswithin asessiorto be chosenindependently. Weidentify four desirable
fair ness properties for multicast networks, derived from properties that
hold within the max-min fair allocations of unicast networks. We extend
the definiti on of multic astmax-min fair nessto networks that contain multi-
rate sessionsand shaow that all four fair nesspropertieshold in a multi -rate
max-min fair allocation, but neednot hold in a single-rate max-min fair al-
location. Wethen show that multi-r ate max-min fair rate allocations canbe
achieved via intra-sessioncoordinated joins and leavesof multic astgroups.
However, in the absenceof coordination, the resulting max-min fair rate
allocation useslink bandwidth inefficiently, and doesnot exhibit some of
the desirable fair nessproperties. We evaluate this inefficiency for several
layered multi-r ate congeston control schemes, and find that, in a protocd
where the sendercoordinatesjoins, this inefficiency hasminimal impact on
desirable fair nessproperties. Our results indicate that sendercoardinated
layer ed protocols show promisefor achieving desirable fair nessproperties
for allocationsin large-scalemulticast networks.

Keywards—Multicast, fair ness,congestion control

|. INTRODUCTION

HE current Intemet hasfew interral mechanisrmato regu-

late the ratesat which sessionshouldtransmitdata. How
to achieve fairnesswithin sucha network, in effect allowing
sessiongo sharebandvidth in a manne that satisfiessomeset
of network utilization criteria, remairs a challerging research
prodem. The problemis further comgicatedin networks that
suppat both unicastand multicastdelivery services. Curren
definitiors of multicastfairnesg[3], [6], [15], [23], [25] typi-
cally assumehatsessionsiresingle-ate requiing all recevers
within amulticastsessiono recevedataatauniform rate.How-
ever, layered multicastpermitsmulti-rate transmission differ-
entrecevers within a sessiorcanreceve dataat differert rates.
This is acconplishedby layerirg dataamongsereral multicast
groyss and allowing eachrecever to determire the subsetof
layers (i.e., multicastgroups)it joins. Protomls have useda
layeredapprachto suppet multicastapplicaionsrangng from
live multimeda [1], [10], [11], [13] to reliabledatatransfer{4],
[16], [24]. Thesepraocols have the appealiig property that
thetransmissiomateto eachreceveris constraineanly by the
bandwdth availability ontherecever’'s own data-patHrom the
datasource,andis not limited by otherrecevers’ rate limita-
tionsin thesamesessionWhatis lacking in this previouswork
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is a formal studythatexamines theimpactthatlayeringhason
fair allocationswithin alargescalemulticastnetwork.

In this paper we contibute to the formal understandig of
how layeringimpactsfairnessn multicastnetworks. In partic-
ular, we focus on how layering affects propertiesof multicast
max-mn fairnessn anervironmer in which eachsessiorhas
asinglesenderWe have choserto usemax-min fairnessasour
fairnesscriterion sinceits formal definition is a well-acceptd
criterionfor fairnessallowing usto procee directly to an ex-
aminationof the propertiesof a fair allocation. We believe that
with othe definitiors of fairness,layeredapproaheswill yield
similar fairnessadwartages,and expectthis work to stimulate
interestin exanining the impactof layeringin the context of
theseotherdefinitiors.

Our examimation begins with a theoretich and idealized
mode of multi-ratesessionthatdoesnotaccount for thecurrent
practicallimitationsof layeredappracheqe.g, limited numker
of multicastgroups, pre-déerminedratesof layers)to achiese
multi-rate max-minfairness. Hence,the resultsbasedon this
modéd demorstratethe poteriial fairness bendits that can be
gaina throudh the useof multi-rate sessions.A utility func-
tion is associatedvith eachsessionthat mapseachrecever’s
receving rateto a utility for thatrecever. Thefairnessof anal-
locationis measurd by comparingtherelative utilities obtainel
by recevers in the network. We shaw thatin suchnetworks,
allowing multicastsessiongo be multi-rate insteadof single-
rateleadsto addtional desirablefairnessprapertieswithin the
max-mn fair allocation. Onesuchpropertyis thatrecever util-
ities shoud be equal for two recevers whosedatatransmission
pathsfrom their respectre senderdraversean identical set of
links. We examire multicastmax-min fair allocatiors uncer the
definition given by Tzengand Siu [23], that requres that all
sessionde single-rate,and find that severd of thesefairness
propertiesdo not necessariljnold within the max-min fair allo-
cation (the two recever utility examplepreseted above beirg
onesuchproperty). We exterd the multicastmax-min fair def-
inition to permit multi-rate sessionsand formally prove that,
whenall sessionsn a network are multi-rate, all of our iden-
tified fairnesspropertieshold for the max-minfair allocation
We alsoconsidemetworksin which not all sessiongare multi-
rate (e.g., a sessionmay have an applicationspecificrequire-
mentthatrequiesit to be single-rate) and examire the effect
on fairnesspropertiesof the maxsmin fair allocationassingle-
ratesessionswre“replaced by identicalmulti-ratesessiongi.e.,
samesessiormemkers,sameopolayy). Usingouridertified set
of fairnesspropertiesanda mathemétcal lexicographicorder
ing relationof allocationsthatindicatesan allocationis “level”
of max-min fairnesswe demanstratethatincreasinghe setof
“replaced sessionsesultsin anincreasen the“level” of max-
min fairnessaandthatmorefairnesgpraopertieshold for max-nin
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fair allocatiors. Our resultsexterd easilyto therate-basedefi-
nition of maxmin fairnessinsteadof the utility-baseddefinition
presentedh this paperby simply settingarecever's utility to be
equalto its rate.

Next, we explore how permitting the useof different utility
functions by recevers within the samesessionmpactsour re-
sults. We examire the propertiesof the max-minfair allocation
in thesescenariosandfind thatour desirabldairnesgroperties
eitherdonothold or arenotwell-definedf we permitthe useof
differentutility fundionsby recevers within the samesession.

Next, we examinetheimpactof somecurrentpracticallimita-
tionsof layeringonthefairnespropertiesof multi-ratesessions.
We shaw thatif eachrecever s fair rateis restrictedto whatcan
be obtainel by joining somefixed setof layers,a max-minfair
allocationneednot even exist. However, we do demorstrate
thatrecevers canachieve anaverage ratethatmatchegheir fair
rate by usingcarefullytimed joins andleaves. Thesegoins and
leavesmustbetightly coodinatedamorg recevers in the same
sessior{i.e.,correlatingtheirsetsof recevedpaclets)in orderto
prevent excessbandvidth utilization on a sharedink. To quan-
tify bandvidth usagewe introducethe notion of link-overuse?!
a ratio of bandwidh usedin practiceby a sessioron a shared
link to thetheoreticalowerbound needednthatlink to deliver
fair ratesto downstreamrecevers. While several works have
indirectly identified the negative implications of link-overwse,
alink-overuisemeasue hasnever beenformally definal, andits
effectonfair allocaticmswithin anetwork hasneverbeenstudied
directly. We shav thatincreasedink-overuseleadsto adecrease
in the“level” of maxmin fairnessto a decresein the nunber
of fairnessropertiesthat hold for the maxmin fair allocation
and, usually to a decreasen recevers’ fair rates. We study
how the ideasin [10], [13], [24], that coodinatejoins of re-
ceiverswithin asessionsignificantlyrediwcethenegative effects
of link-overwse. Thestudyis performedvia analyticalmodeling
andsimulationof max-min fair congestion contiol pratocolsin
whichreceversjoin andleave layershasedncongetionobser
vations.Within themodel,we presenthreeprotacolsthatdiffer
in the degreeto which the layer joins are coordnatedamong
sessionrecevers. We find that, althoudn link-overwse is still
not optimal,coordnatedjoins redue link-overusemostsignifi-
cantlywhenthecorrelation in lossamongreceversis high,and
that a protacol with sendercoordnation keepslink-overuse at
low enoudp levelsto allow layeredmulticastto achieve fairness
within a multi-rate multicastnetwork while making more effi-
cientuseof network bandvidth.

This papermakestwo fundamenthcontibutionsto network
protacol design. First, it formally demorstratesthe theoetical
benefitsin termsof fairnessof using multi-rate (i.e., layered)
sessionsandthatthesebenefitsalsoexist in networks thatsup-
port a mix of multi-rate and single-ratesessions.Secondwe
formdly identify anddefinethe link-overuseof layeredproto-
cols, and denonstratethe dravbacks(in termsof fairnessand
efficiency of using available bandwdth) of having high link-
overuse. This suggestghat future researctgearedtoward im-
proving layeredpratocol perfamancefor multicast(e.g, new

lwhatwe now call link-overusewascalled redundanyg in previousversions
of thiswork. We have changel termindogy to avoid overloadingthe termre-
dundamy, thathasa differentmeanig in aninformation-theorett context.

TABLE |
VARIABLES USED IN THE NETWORK MODEL

N anetwork, (G,{S1, - ,Sm},7,0)
G A network graphwith n links.
lj;1<j<n Thejthlink of N

ci,1<i<n Thecapaity of link I;
Si;,1<i<m Theithsessiorin N

bl

b

) amappingonto eachsessionsS; that
indicatesthe sessiors type

(M = multi-rate or S = single-rae)

Tik Thekth receiver in sessionS;

T; the singlesendeffor sessionsS;

7() A topology mappirg that maps
sessiormemberntonetwork nodes.

R;j Thesetof recaversin S; whoseroute
traversesl;

R; Thesetof recaversover all sessionsvhose
routetraversesl;

d; Thedataratefor transmissionto recever r; j,

wi() SessionS;’s utility function

a; k Receéverr; 's utility, where
a; k= pi(dip)

ri Therecaver in aunicast sessionsS;

d; Thedataratein aunicastor single-ratesession

a; Unicastor single-ratesessions;'s utility, where
ai = pi(ds)

m; Themaximumdesirel ratefor sessions;,
0<a; <o

a; Themaximumsessiorutility, wherea; = p;(m;)

fij Thelink ratefor sessionS; onlink I;

fi Thelink ratefor link I; (i.e.,>; fs,5)

Definedin Secton lll:

P Theaggregaterateof the “single-layer”

v; A moregenerasessiorink ratefunction

layering or routing protacols) shouldaim to keepthe level of
link-overuselow.

Thepapemroceedasfollows. Sectionll presetstheoetical
resultsfor multicastutility-basedmax-minfairnesswith multi-
ratesessionsSectionlll introducesthe notion of link-overuse,
andSectionlV examirestheeffeds of join coadinationin sev-
eral simple congestion contrd protacols. SectionV presents
relatedwork, andwe conclulein SectionVI.

Il. MULTI-RATE MULTICAST MAX-MIN FAIRNESS

In this section,we presenthe formal network mocel usedto
examire a utility-basedmax-minfairnessof multicastsessions,
andidentify a setof desirablefairnesspropertiesderived from
a setof desiralte propertiesexhibited within the max-minfair
allocatiors for unicast networks. We thenshaw thatin this net-
work mockl, themax-min fair allocationwill alwaysachieve all
of thesedesiralte propertiesonly if the sessionsare multi-rate.
For the reade’s corveniencea list of all the variablesusedis
providedin Tablel.

A session,S;, is a tuple (x;, {ri1,--- ,7ik; }) Of session
membes: z; is the sessiorsenderthat transmitsdatawithin a
network; eachr; j, is areceverthatrecevesdatafrom z;. Each
sessioncontairs exactly one senderand at leastone recever.
We write r; , € S; to indicatethatreceverr; , is a membe of
sessionS;.2 We considertwo typesof sessions:

2We assumehatead recdver is amembenf asinglesessionA receiwer that
is amemberof two sessiongansimply be viewed astwo distinct recevers.
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« If S; is asingle-ite sessionthendatamustbetransmittedo
all receversin S; atthesamerate.

o If S; is a multi-rate sessionthenreceverswithin S; canre-
ceive dataat multiple (arbitray) rates.

A networkgraph G, consistsof a setof nodes comected
togetherby n links in somearbitray fashion. The links are
labelediy,--- ,l,. Eachlink I; hasa capacity c¢;, thatlim-
its the aggreyate rate of flow it cantransmitin either direc-
tion betweerthe two nodes it conrects® We definea network,
N = (G,{S1, -+ ,Sm},T,0) to be atuple containng a net-
work graph G, a setof sessions{S1,--- , Sy, }, amappiry, 7,
thatmapseachmembe of eachsessiono anocdein the network
graph andasecondnappng, o, thatmapseachsessiors ; to its
type. We write ¢(5;) = S to indicatethat sessionS; is single-
rate,ando(S;) = M to indicatethatsessiors; is multi-rate.

Themappng, 7, of asessiorontothe network graphhasone
restriction: no two membersof a single sessiorare mapped to
thesamenocke. However, thereis no restrictionthatforbids two
membes of different sessiongo be mapped to the samenode
The network employs a routing algorithm suchthat for each
recever r; € S;, thereis a sequene of links (1;,,---,1;,)
that carriesdatafrom z; to r; ;.. We referto this setof links in
this sequencastherecever’s route Theroutefor a sessioris
definedto be the setof all links that carry datato any recever
within thesession.

For a network IV, we defineR; ; to be the setof recevvers
in sessionS; whoserouteincludeslink {;, anddefineR; to be
the setof all receverswhoserouteincludeslink /;, i.e., R; =
UiR; ;. An allocationis anassignmenof recever rateswithin
anetwork. Onceanallocationhasbeendeternined,we used; j,
to representherateat which datais transmittedo recever r; j,
(thatequalgherateatwhichthedatais recevedby r; , barring
loss). We let f; ; represenan absolie measureof banavidth
(e.g.,in bytes/secusedby sessionS; onlink I; to transmitdata
toits recevers,andlinkratej theamoun of bandwidh usedoy
all sessionscrosdink j, f; = Y%, fi;- Wereferto f; ; as
the sessiorlink rate of ; for sessionS;, and f; simply asthe
link rate of /;. Sincebandvidth for eachflow is non-negéive,
we hare 0 < f;; < f;. We sayalink is fully utilizedif the
total bandwidh usedby all sessionscrosghelink matchests
capacityi.e.,l; is fully utilizediff f; = c;.

We requie that f; ; > d;, wheneerr;, € R;, i.e., ary
bandwdth receved by a recever must traverse its route. In
this section, we make an additioral assumptiorthat f; ; =
max{d; : rir € R;;}, whichis the minimum valuefor f; ;
thatsatisfiegsheabove requrement.Thereadershoud notethat,
if thereis no restrictionon the nurmber of layersthat a session
canuse,sucha sessiorlink rateis easilyachie/ed usinga lay-
eredappoach. In later sections,we examire the implications
if f;; is larger thanthis value The assumptioralsoallows us
to modela unicastsessioraseithera multi-rate sessiorwith a
singlerecever, or asa singleratesessiorwith asinglerecever.
Thus, ary resultsgivenin this sectionfor networks contaning
a mix of single-ate and multi-rate sessionslsoholds for net-
works that containa mix of single-ate, multi-rate,andunicast
sessions.

3 Assigningcapaity perdiredion is a simpleextension:simply extenda bidi-
rectional link into two unidirectional links.

We notethat different network applicatios canhave differ
ing bardwidth requirenentsto suppot a given“leve” of qual-
ity for anapplicatian. In practice thereis currenly no easyway
to compae this “level” of quality amongall apgications that
might utilize a network. However, in theoreticalstudiessuch
asthe onediscussedn this section,one comma appoachto
dealingwith thisissueis to associate utility functionwith each
sessiorthatmapsthe sessiors transmissiomateto a utility [7],
[8], [21], [1], [5]. The utility is a uniform measureof quality
acrossall session®f the network. It facilitatescompaisonsof
the“level” of quality acrossvarioustypesof sessiongn thenet-
work: we saythatsessiond derives ahigherlevel of satisaction
thansessionB if sessiond’s utility is larger thansessionB.

A utility function u;, is associatedvith eachsession,S;,
which mapsthe recever’s receving rate, d; x, to its utility,
which we defineasa; ;. More formally, a;, = pi(d; k). We
assumehatthe utility functionsare morptonicallyincreasing
suchthatarny increasén arecever'srateresultsn anincreaseén
its utility. As such,thefunctioral inverse,u; " is well-defined
andd; , = p;l(ai,k) holds. We accoun for the factthat ses-
sion S; might have a maximum rateconstraint;n ;, atwhich it
will transmitdata(m; canbeinfinite). The maximun desired
utility for a sessioris writtenasa; = p;(m;). Notethatif we
assumehateachrecever’s utility equalsits receving rate,i.e.,
a;r = d;;, ando; = m;, thenresultspresentd hereredwe to
theresultsof ourearlierwork in [17].

An allocatian is feasibleif eachrecever r; is assigneda
rate0 < d;, < m;, andall recevers canreceve at theserates
without overutilizing ary link’s capacityin the network, i.e.,
Vi, k,0 < d; r, < my, andvy, f; < ¢; (Hencejnthissectionwe
requie f; = =, fij = £ max{a, yur; e ;3 dik < ¢5)- Thead-
ditionalrequirenentimposedon eachsingle-ratesessiors ; that
all of its recevers’ ratesmustbe equd mears thatfor ary pair
of recevers,r; , rir € Si, Wwheno(S;) = S, thend; . = d; .
WhensS; is asingle-ratesessionor asessiorof eithertypecon-
taining a singlerecever (i.e., a unicastsession)we canwrite
the singlerateat which all recevers within the sessiorreceve
datasimply asd;. We stresghatin this sectionrecever ratesin
multi-rate sessionarenotconstrairdby practicalimitationsof
layering In effect,onecanassumehata multi-ratesessiorhas
atits disposalanunlimited supplyof multicastgrouys,andcan
configue the rateson the layersto the exactneedsanddesires
of its recevers. We saythatasetof recevers’ utilities is feasible
if theassociatedetof ratesprodicesafeasibleallocation.

Note thatthe feasibility of a particula allocationof recever
ratesis afunctionof thelink capacitieof thenetwork graph G,
themappig 7, andalsoof themappng o. Thedepenenceof an
allocatioris feasibility on ¢ is importart: we will be examning
how varying o (i.e.,varying sessionstypesbetweersingle-ate
andmulti-rate)affeadswhichallocationwithin anetworkis max-
min fair.

Definition1: ([Multicast] Util-Max-min Fairness)An allo-
cationof receverratess saidto beutil-max-min fair if it is fea-
sible,andfor ary alternatve feasibleallocationof rates(where
for eachrecever r; , we defineJi,,c as an alternatve feasible
rateanda; j asits utility for thatrate)wherea; ,, > a; , thereis
someotherreceverr; , # r; p suchthata; x > ay g > @y .

In otherwords,if ary receverr; ;’srateis increasedeyond
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its util-max-min fair rateto obtainsomeotherfeasiblealloca-
tion, thenthereis someotherrecever whoseutil-max-min fair
utility is no larger thanthat of r; ;,, andwhoseadjustedutility
(to accoumfor theincreasen r; ;s rate)mustbedecreaed.
Whenall sessionswithin N aresingle-ate (i.e., 1 < i <
m,o(S;) = S), wesaythat NV is asingle-rae network, andthe
util-max-min fair allocationis called the singlerate util-max-
min fair allocation.A similar namingcorventionholdswhenall
sessionsare multi-rate. The definition of maxmin fairnessin
[23] holds only for single-ratenetworks in which eachsessiors
utility equalsits rate(a; , = d; ),* andinvolvesa comparison
of sessiomatesratherthanof recever ratesasin our definition
It is easyto shawv thatwheneachsessiors utility equalsts rate
(aix = di,r), thenthe util-maxmin fair allocationin a single-
ratenetworkis identicd underbothdefinitions. In anetwork that
containsmulti-ratesession®r whereutility functiors canvary
for differentsessionsthe definitionin [23] is notwell defined.

1. TO = {ri,k};vri,kaa?,k = 07V/L7.75 fz(::J = Oaf;) = 07b =0
2. While |T3| > 0
3. thyr =sup{t : Vi, [P+ 20, 0ii (To)py ' (1) < ¢jAVriy €

1 |Ri;NT|>0
Ty = a?’k +t < ai} Whereqﬁi,j (T) = { 0 Ltl’z]’é'WIS;

4. Vrig € Ty,alt' = al, + toy1. Forall otherr; ,alt! =
ai-”k.

b+1 _ —1 b+1 b+1 b+1
S. inj E’I’i,keR]‘ 12 (ai,k )5fj - Ez fz',j .

. b+l
Pa; g

6. T'=T,— {Ti,k €Ty
7 =¢)}

7. Tb+1 =T — {""i,k eT': O'(SZ) =SA E'Ti,k/ ¢ TI}
8. b++

9. endwhile

10. Vrig, aip = al , Vi, g, fij = f2, fi = 1}

Fig. 1. An algorithmthatgenertesthe util-max-minfair allocaion.

=qo; V (Hj, rik € Ri,j A

Justasthereis alwaysoneandonly oneunicastmaxmin fair
allocation[2] andoneandonly onesingle-ratanax-minfair al-
location[23], thereis oneandonly onemulti-rateutil-max-min
fair allocation. In fact, for ary chdce of o, the network has
one and only one util-max-min fair allocation. An algorithm
thatyieldsthe util-maxmin fair allocationis given in Figure 1.
We includethealgotithm in thepapersimply to demorstratethe
processhy which a multi-rate max-min fair allocationcanbe
compued,anddo notclaimthatthealgorithm providesapracti-
calmeango geneatemax-min fair allocationdn realnetworks.
More recently a distributedversionof the algorithmwasdeve-
opedandpresentedh [19].

The algorithm iteratesover a setof recevers, eachstepin-
creasingthosereceiers’ ratesuniformly as much as possible
without overutilizing ary links in thenetwork. A receveris re-
moved from this setoncesomelink onits route reaclesfull ca-
pacity; or, if thereceveris partof asingle-ratesessiontheroute
of somereceverin the sessiorcontairs alink thathasreached
full capacity

4[23] also permits a multicast sessionto consistof distinct unicast connes-
tions. We modelthis inherently via separée unicast sessions.Sucha session
differs significantly from a multi-rate sessiorachieved through layering.

Step3 of thealgorithmselectghelargest valueof ¢ suchthat
all recevers’ utilities in T3, areincremrentedby the sameamount
while maintainirg feasibility of theallocation Steps4 and5 ap-
ply thisincreaseo the“current” receiver ratesandlink ratesre-
spectvely. Step6 removesary receversfrom T,1 whoserates
canna beincremenedary further, or elsethey would be larger
thanthe maximun sessiorrate, or would causeoverutilization
of somelink. Step7 removesary receversin single-rateses-
sionsfrom Ty 1, giventhatsomeotherrecever in thatsession
hasbeenremoved (so that all recever ratesin this sessiorre-
mainidentical). A utility-freeversionof the algorithm appears
in theappendixof [17].

Existenceanduniquanessof the util-maxmin-fair allocatian
is givenby thefollowing theoem,whoseprod appearin [18].

Theoem1: The algorithm presentedn Figure 1 constructs
theunigue util-maxmin fair allocation

A. FairnessProperties

Let us first exanine somedesirablepropertiesof a unicast
util-max-min fair allocation It is easyto extendthoseproperties
thatareknown to hold for a (non-utility) unicastmaxmin fair
allocation(see[2]) to the unicastutil-max-min fair allocatian
[5].

UnicastFairnessPropertyl: (Unicast-Max-min-Fairness)
For eachsessionS;, 1 < ¢ < m, eithera; = «;, or else
thereis at leastonefully utilized link, 7;, wherefor all 1 <
i’ < m,0 < ay < a; wheneerry € R; (or equivalently,
0 < i (firg) < mi ' (fig)-

UnicastFairnessProperty2: (Unicast-Sane-Path-
Recever-Fairness)If two unicastsessions$; andS;, within a
unicastnetwork haveidenticd routestheneithera; = a; < a;r,
Ooray = oy <a;,0ra; = ay.

Let us corsider what makes thesefairnesspropertiesdesir
able. To do this, we considertwo perspective®f fairnessof an
allocation Fromarecever perspetive, anallocationshouldbe
fair to recever utilities: a recever’s utility shouldbe aslarge
as possiblewithout “stealing” bardwidth from recevers with
lower utilities. This is guaanteediy UnicastFairnessPropety
1: thereis nounusedavailablebandvidth sincesomelink onthe
recever's routeis fully utilized. Also, thereis a fully utilized
link over which the recever’s utility is ashigh asthat of ary
otherrecever’s utility whoseroutecrosseghelink. Increasiig
thisrecever’s ratefurtherwould resultin “stealing” bandvidth,
andhence'stealing” utility, from theseotherrecevers sharirg
the link. From the persgctive of a sessiona link’s capacity
shouldbe used‘fairly” by sessionsin othe words,a sessiors
allocationon alink (andherceall of its downstreanrecevers’
utilities) shoud beaslarge aspossiblewithout “stealing” band
width (andhencautility) from othersessionshatutilize thelink.

For a unicastnetwork, the recever and sessiorperspetives
are identical becausea sessiors route is identical to its re-
ceiver’s route, and the shareof bardwidth usedon eachlink
by the sessiorequalsthe receving rate of its recever. Thisis
notalwaystruein amulticastnetwork: arecever’'srouteis only
partof thesessiorsroute,and,in amulti-ratesessionwhentwo
recevers within the sessiorreceve at differentrates,thereare
at leasttwo links that have differing sessiorlink ratesfor that
session.Hence,an allocation might be “fair” from the session
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Fig. 2. A samplenetwork

perspectie without being“fair” from the recever persgctive,
or vice versa.Onepossibilityis to only corsiderfairnessprop-
ertiesfrom a single perspectie (e.g.,[23] consides only the
sessiorperspetive). However, in this sectionwe will assume
thatit is desirableto satisfyfairnesspropeties from both per
spectves. We extend UnicastPropeties 1 and 2, to multicast
networks from botha sessiorandrecever persgctive.

Before preseting the desirablefairnesspropeties for mul-
ticastnetworks, we introduce an exampge network thatwill be
usedto illustrate thesedifferent properties. Figure 2 presents
a simple network with threesessionssenderz; in sessionS;
sendsto a singlerecever, r1,1. In sessionS,, senderz, sends
to two recevers ra ; andry 2. In sessionSs, senderzs sends
to two recevers,rs ; andrs ». Thereceving rateof arecever,
a; k, is indicatedto the immediateright of the recever Each
link I; hasits capacityindicatednext to thelink labeling,sepa-
ratedby a colon(e.g, I; : 5 meanghatc; = 5). Adjacentto
the link labelingfor eachl; arethe sessiorlink rates,appear
ing in theform, (f1,; : f2,; : f3,;). For simplicity, we assume
thatin theexampe, all sessionsitilize thesameutility function,
Vi, ui(z) = =z, suchthat eachrecever’s utility is its receving
rate,i.e.,\Vi, k,a; r = di .

FairnessPropertyl1: (Fully-Utilized- Recever-Fair ness) A
recevers utility a;j is fully-utilized-receverfair if either
a;r = oy, or thereis at leastonefully utilized link, ;, where
rik € R;j anday i < a;y for allreceversay p € R;. A ses-
sion’sallocationis definedto befully -utilized-recever-fair if the
ratefor eactreceverin thesessions fully-utilized-recever-fair.
An allocationof ratesthrowghoutthe network is fully-utilized-
receverfair if eachsessionis fully-utilized-recever-fair.

We definea recever’s rated; j, to be fully-utilized-recéver-
fair if its utility is fully-utilized-recéver-fair. This definition is
introducedbecausattimesin thissection|t is more corvenient
to discusdair allocationsn termsof receverratesthanin terms
of recever utilities.

Fully-utilized-recever-fairnessis the multicastextersion of
UnicastPropety 1's prevention of “stealing bandwdth” from
otherrecevers. For instanceijn Figure 2, link I is fully utilized
andliesonreceverr, »’s route. Becauser; » recevesa utility
thatis no lessthanary otherreceier whoseroutetraversesl s,
its utility (andhene its rate)is fully-utilized-re@iver-fair. Be-
causeall otherrecevers’ ratesin S, arefully-utilized-recéver
fair, sessionS,’s allocationof ratesis fully-utilized-recéver
fair. BecauseS;'s andSs’s allocationsare also fully-utilized-
receverfair, the allocation (of ratesfor the entire network) is
fully-utilized-recever-fair.

FairnessProperty2: (Same-Rith-Receiver-Fairness)A pair
of recevers r;;, andry p» are same-pathieceverfair if their
routestraversethe samesetof links (r;, € R; <= ryp €
R;), andeitheronerecever’s utility is constraimd by its ses-
sion’s maximum desiredrate (i.e., eithera; , = a; < ay p Of
Qi pr = ap < ai,k), or elsea,-,k = A g’ -

Same-patireceier-fairness states that if two recevers’
routestraverseidertical links, thentherecevers shouldreceie
identicalutilities (unlessa recever’s utility reachests apgica-
tion’s maximum desiredutility, «; or a;). In Figure2, recevvers
r1,1 andry; area pair of recevers whoseutilities (andhence
their rates)are same-pth-receier-fair. Thereadershouldnote
thatfor networks whereall sessionsutility functiors areiden-
tical (Vi,4'u; = pir), same-patirecever-fairnesss alsoa prop
erty of TCP-fairness[12], which stateghataflow thattraverses
thesameroute asa TCPsessiorshouldreceive atarateidentical
tothe TCPsessionlf S; is aunicastTCPsessionthen,in order
for o 1's rateto be TCP-fair, same-patirecever-fairnessmust
hold for thesetwo recevers.

FairnessProperty3: (Per-Recever-Link-F airness) A ses-
sion S;’s allocatian is perreceverlink-fair if for eachrecever
rik € S;, eitherl) a;x = o4 , or 2) thereis alink I; thatis
fully utilized (3j,r; 1 € R;, f; = ¢;), andfor othersessions
Siry i (fir.5) < wi(fi,5). An allocationof ratesthroughou the
network is perreceaver-link-fair if eachsessiors allocationis
perreciver-link-fair.

FairnessProperty4: (Per-Session-Link-Fairness)An allo-
cationis persession-lik-fair for a sessionS; if a;, = o4 for
eachreceverin S; or thereexistsafully utilizedlink i; in S;’'s
routewherefor othersessionsS;, pi (fir ;) < pi(fi;). An al-
locationof ratesthroughoutthe network is persession-lik-fair
if eachsessiors allocationis persessioHink-fair.

Perreceverlink-fairnessrequires thatsessionS; getsa “f air
share”of link rate(with respecto thesessiors utility function)
alongevery pathfrom senderz; to its recevers. Persession-
link-fairnessis a wealer versionof this: a sessionmustgeta
“fairshareof link rate(with respecto thesessiors utility func-
tion) on at leastonelink in its route (i.e., alongthe route of at
leastonereceier). In Figure2, sessionS, is persessionink-
fair: on the route to receier rs o, link I3 is fully utilized and
sessionSy’s link rateonls is no lessthanthelink ratesof other
session®n ;. It is alsoperrecaverlink-fair, becausesimilar
condtions hold ontherouteof its otherrecever, 5 ;. Sessions
S, andS3 arealsoboth perreeiverlink-fair and persession-
link-fair, makingthe network allocationboth perrecéverlink-
fair andpersessiorink-fair.

B. Multi-rate Sessionmpact on FairnessProperties

It is fairly easyto seethatin aunicastetwork, FairnessProp
erty 2 and UnicastProperty 2 areidenticd, andthe remainirg
multicastfairnesspropertiesareidenticalto UnicastPropety 1.
We now proceedto establishpropertiesof util-max-min fair al-
locatiors in termsof the typesof sessiongmulti-rateor single-
rate)within thenetwork. All proofs appeain [18].

Theoem?2: A multi-rate util-max-min fair allocation satis-
fiesFairnessPropertiedl, 2 3, and4 alsohold.

Theoem?2 tells usthatif all sessiongremulti-rate,thenthe
util-max-min fair allocationsatisfiesall of our desiredfairness
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properties. We now introdwe a mathenatical ordeing among
allocationsthat allows us to compaatively exanine the “util-
max-mn fairness” of anallocationwithin a network:

Definition2: We saya vecta (z1, 2, - ,x) is orderedif
for all i,1 <1< k,mi < Tjy1. Let X = (.Z'l,.Z'Q,"'.Z'k) and
Y = (y1,y2,---yr) beordeedvectas. We write X <, Y (X
is min-urfavorableto Y) if no¢ existssuchthatx; > y;, or for
ary i wherez; > y;, thereis somej < i wherez; < y;. We
write X <,,,Y toindicate(X<,,Y)A (X #Y).

Note that under the above definition <,, is reflexive
(X<mX),nonsymmetic (X =Y <— X<, Y AY<,X),
and transitve (W<, X A X<,,Y = W<,Y). Further
more, for ary pair, X andY, of ordeed vectorsof identical
length, either X <,,,Y holds,or Y <,, X holds,or both Min-
unfavorability is a lexicographicordering thatis similar to al-
phabéizing two text stringsof thesamdength.Let z; represent
theith characteof thefirst string,andy; representheith char
acterof thesecondstring. Then X <,,,Y if andonlyif X =Y
or analphaletizationplacesX befaeY. A version of this or-
deringhasbeerappliedspecificallywithin unicasinetworks [5].
We now statethe resultregading the uniguenesof a util-max-
min-fair allocation Unlessstatedbtherwiseanallocationrefers
to anorderedvectorof recever utilities.

Theoem3 (Max-min fair unigueness)Thereis auniqLe util-
max-mn fair allocationfor ary network. Furthernore, if A
is the util-max-min fair allocation (of recever utilities), and
B is someotherfeasibleallocation(of recever utilities), then
A<, B.

Notethat Theoem 3 holdsfor a network contairing ary mix
of single-ateandmulti-ratesessionsaswell asanarbitrary set
of sessionutility fundions, {x;}. Theoem 3 alongwith the
definition of min-urfavorability canbe combired to show that
the util-max-min fair allocationmaximizesthe minimum utili-
tiesallocatedto sessionsn a network: sinceall allocatiors are
min-unfavorable to the util-max-min fair allocation thereexists
athreshdd utility ' suchthatfor ary receverutility z < z’, the
numter of recevers thatachieve a utility ator belav z is min-
imal (smalleror equal)within the util-max-min fair allocation
Furthernore,the numter of recevvers thatachieve a utility ator
below z' is minimized(strictly smaller)within theutil-maxmin
fair allocation.This resultcanbestatedmoreformally asa gen-
eralpropety of min-urfavorability:

Lemmal: X<,,Y <= 32’ suchthatVz < z’, [{z; € X :
2 <z} >HyieY :y; <z}and|{z; € X :2; <z'}| >
[y €Y :y; <a'}.

Becausethe min-urfavorablerelationis transitive, it gives
a strict orderirg amongthe feasibleallocatiors for a network,
wherethe util-maxmin fair allocationis the maxinum under
theordering. Thus,onecanquantitatvely comparetheutil-max-
min fairnesf two allocatiors A andB.

C. Fairnesslimitationsof single-ratesessions

Theoem 2 statesthat a multi-rate util-maxmin fair allo-
cation satisfiesour four desirablefairnessproperties. Let us
now seewhere a single-ate util-max-min fair allocationfails
to do so. The fact that a single-ate util-max-min allocation
is persession-linkfair is a simple extensio of the resultsin
[23] which demorstratethat the (nonutility-based single-ate

Fig. 3. An examplewherea singlerate sessionwould fail all but one of the
fairnesspropeties.

max-mn fair allocatian is persessionink-fair. However, the
single-rae util-maxmin fair allocation does not always satisfy
the other fairnesspropeties. Considerthe simple examge in
Figure 3, whoselabelingis perfamedin anidentical manrer
to that of Figure2. For simplicity, we againassumehat each
recever’s utility equalsits rate,i.e., Vi, u;(z) = x. Here,we
have a network with two sessions$S; andS», whoserespectie
sendersyx; andz-, arelocatedat the samepoint in the net-
work. We assumehatthe maximumdesiredutilities arelarge,
a; = as = oo, suchthatthey do not bound receving rates
in this network. SessionS; is a single-rde sessiorcontainiry
threerecevers ry 1,71,2,71,3, SessionS, is a unicest session
whoserecever r, ; is locatedat the samepointin the network
asreceverrq ;. In theutil-max-min fair allocation receversin
sessionS; receve at a rateof 2 (sincethis fully utilizeslink I,
andall recevers mustreceve at the sameratein a single-ate
session)the recever in S, receves at a rateof 3. Recevers
r1,1 andry ¢ fail to achieve same-patirecever-fairness since
they have the sameroutes, but differing receving rates- and
hencediffering utilities. Recever r 3’s rate doesnot satisfy
fully-utilized-recéver-fairness becausehereis nofully utilized
link alongits route on which its utility is the largest compared
to otherrecevers whoseroutes crossthe samelink. It follows
thatfully- utilized-reeiver-faimessdoesnotholdfor sessiorf 1,
nor doesit hold for thenetwork. Last,perreceverlink-fairness
fails to hold for sessionS; (hencefor the network aswell) on
therouteto receiverr; 3, sincenolink onthisrouteis fully uti-
lized. Perreceierlink-fairnessalsofails to hold on the route
to receverry 1. Thisis becausdink I; is theonly fully utilized
link onry,1’s route,andthelink rate(andhene utility) of ses-
sionS; onl; is smallerthanthatof sessionS,. This examge
demanstrateghatthreeout of the four desiralle propertiescan
fail to hold for single-ateutil-maxmin fair allocations.

D. CombiningMulti-rateandSinglerate Sessions

We have examired the extert to which our four desirable
propertieshold for networks in which all sessiong@rethe same
type. Let us now considerthesepraopertiesin the contet of a
network that containsa combiration of multi-rate and single-
rate sessions. Singlerate sessionsare likely to always exist
dueto applicationconstraintssuchasa requilementthatall re-
ceiversmustcompletereceiptof dataatapprximatelythesame
time.

Theoem4: Consideanetwork N = {G,{S1, -+ ,Sm}, 7,0}
in which sessiortypescandiffer, i.e., therecanexist a pair of
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sessions$;, Sy € N suchthato(S;) # o(Sy). Then thefol-
lowing arepropertiesof the util-max-min fair allocatian of NV:
(a) Fully-utilized-recever-fairness holds for each recever
Tik € S; Wherea(Si) =M.

(b) perreeiver-link-fairnessholds for eachsessionS; where
O'(S,) =M.

(c) Persession-linkkairnessholdsfor all sessionss;.

(d) Same-pathrecever-fairnessholds betweenary two re-
cewversr; , andr; , whereo(S;) = o(Si) = M.

e If o(S;) = M ando(Sy) = S, andr;, € S; and
riw € Sy have identical routes,theneithera;, = «; or
Qi ke 2 Qi k-

Theoem 4 statesthat, even with the presene of single-ate
sessionsmultiratesessionsvithin the util-max-min fair alloca-
tion exhibit all four desirablefairnessproperties.

Lemma2: Let N = (G,{S1, - ,Sm},7,0) and N
(G,{S1," - ,Sm}, T,0) benetworkswherethesetof multi-rate
sessionsn N is a subsenf the setof multi-ratesessionsn N,
(i.e.,Vi,5(S;) = M = o(S;) = M). If Aistheorderedvector
of util-max-min fair recever utilities in N, and A is theordered
vectorof util-maxmin fair recever utilities in N, thenA<,,, A.

Corollary 1: Let N (G,{S1,---,Sm},7,0) be a
multi-rate network (Vi,o(S;) M), and let N
(G,{S1, -+ ,Sm},7,0) beidenticalto NV, exce thata(S;) =
S for somesessions.Let A be the ordeed vectorof recever
utilities for a multi-rate util-max-min fair allocationwithin N,
andlet B betheorderel vectorof recever utilities in N. Then
B<,, A.

E. Impactof Sessiomypeon ReceiveRates

Now, let us considerhow varying sessiontypes affects re-
ceiving utilities on a session-bysessionbasis. We can prove
thatif all sessionstypesarefixed exceptfor sessionS;, then
if .S; is multi-rate,all of its recevers will achieve utilities that
arenolessthanwhatthey wouldachieveif S; is single-ate(see
Lemma9 in [18]). Unfortunately this resultdoesnot exterd to
the casewhen several sessionsan switch types. In fact, it is
ratherdifficult to saywhat hapgensto recever utilities dueto
changsin the sessiortype or the network topolagy. For exam-
ple, onemight conjectue that remaving a recever r; 5, from a
sessionwould only increaseotherrecevers’ fair utilities. Our
intuition wasthatthis would bethe casesincetheremoval frees
up bardwidth that canthen be usedby otherrecevers whose
route crossesr; ;'s roue. However, the util-max-min fair al-
locationof bandvidth after the recever is removed can cause
recever ratesandthusrecever utilities (bothin sessionS; and
in othe sessions)o varyin eitherdirection

To seethis, consicer the examges in Figure4. Again, we
considersessionsvhere eachrecever's rate equalsits utility
(i.e., u;(xz) = z). Both networks containthreemulti-rate ses-
sions,Sy, S, andS;. S; andS; eachcontaina singlerecever,
S3 contairs two recevers, the secondrs o) is subsequetly re-
moved. Theutil-max-min fair utilities for receversareindicated
before andafter this removal. Note thatin Figure4(a) r31’s
util-max-min fair utility decresesandr, ;s utility increasesas
aresultof theremoval. In Figure4(b), r31’s utility increases
andrq;’s utility decreases.This demastratesthat removing
recevers from sessiongan have a non-olbvious impacton the

3 7 Before removall 1
2 8 Afterremoval 2 -

7 3 Before removall 1
8 2 Afterremoval 2 -

(a) intra-sessiondecrease (b) intra-sessiorincrease

Fig. 4. Thechargein util-max-min fair ratesdueto a removal of a receiwer
from asession.

Fig. 5. A sessiorwhosereceiwershave differing utility functionsthat doesnot
exhibit same-pdi-recever-fairnessor fully-utilized-re@iver-fairness.

util-max-min fair utilities of the remainingreceversin the net-
work.

F. Varying Utility FundionsWithin a Session

We briefly conside what hapgensif we allow recevers in
the same sessionto utilize different utility functions. De-
fine u; 1 to be the utility function for recever r;; suchthat
air = pik(dir). Theprod of existenceand uniquenessof
the util-max-min-fair requiressmall modficationsto the algo-
rithm in Figure 1 and proofs in [18] of Lemma4 and Thec
rem 3. Definition 1 remairs well-definedin this context: the
definition requires a compaison of recever utilities, anddoes
not requre that recevers in the samesessionutilize the same
utility fundion. However, Fairnesspropertiesperrecaver-link-
fairnessandpersession-lik-fairnessarenotwell-defiredin this
contet: thesedefinitiors requirethe existenceof the sessiors
unige utility fundion, ;.

We nowv demastrate that fairness propeties same-path
recever-fairnessand fully-utilized-recever-fairness need not
hold whendifferent recevers within a sessiorcanemploy dif-
ferentutility functions. Considerthe multi-rate util-maxmin
fair allocationshownn in Figure5. SessionS; is a multi-rate
multicastsessionin which uq1(z) = .5z, andpy 2(z) = =z.
SessionS, is a unicastsessionsn which ps 1 (z) = . Links
l1,15, andlz have respectie capacitieof 5, 6, and4. There-
ceving rate and utility within the util-max-min fair allocation
is given asd; 1 (a;,r) immediatelyto the right of eachreceier
r; k. Utilization of link bardwidth by the two sessionss indi-
catedadjacen to eachlink [; in the form (fy ;, f2,;). In this
exampe, even thoudh 1 ; andry ; have identicaldatapaths,it
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is the casethata,,1 # a2,1. Hence theallocationis not same-
path-eceverfair. Sincetheroutesto thesetwo recevers share
all network links, thereis no link onwhichas 1 > a1, such
thattheallocationis not fully- utilized-re@iver-fair.

G. SectionSunmary

We now summarizehe mainresultsof this section.We have
shavn thatif multicastsessionsremulti-rate thentheutil-max-
min fair allocationsatisfiesadditioral desirableairnesproper
ties that do not necessarilyhold in a single-ate util-maxmin
fair allocation. We alsoexaminal networks in which someof
the sessionaresingle-ate,while the remainingare multi-rate.
By examining fairnesspropertieson a persessiorbasiswe find
thatall of the fairnesspropertieshold in geneal only in multi-
rate sessions. Next, we usedthe min-unfavorable relation to
compaatively examire ary two max4min fair allocatiors for a
network that contairs a mix of single-rateand multi-rate ses-
sions. We find that max-min fair allocationof a setof sessions
is min-unfavorable to the samesetof sessionsvherea subsebf
single-ratesessionss “replacal” by multi-ratesessionsFinally,
we shavedthatif receversin the samesessiorhave differing
utility functions, thentwo of the desirablefairnessproperties
neednothold, andthe othertwo arenotwell-defined

I1l. ACHIEVING MULTI-RATE MAX-MIN FAIRNESS WITH
LAYERING

In the previous section,we motivatedthe use of multi-rate
sessionby shawving thatin theorythey yield moredesirablautil-
max-min fair allocatiors. Oneway to thenobtaintheseratesin
practiceis to have the sendercorfigure layersso that eachre-
ceiver canobtainits fair rate by joining somesubsef layers.
However, the nunber of layersmay needto be aslarge asthe
numter of recevers in the sessionmaking suchan appioach
infeasiblefor large multicastsessions.Furthernore, the num-
ber of layersandthe rate perlayeris often beyond the contrd
of the sessioritself, dueto applicatim-specificrequrements a
limitation in the availability of multicastgroyps, or becauset
is too difficult for the senderto obtainthe feedlack neededo
appr@riately configure the ratesof eachof the layers. In this
section,we examire how recevers canobtaintheir long term
averagemax-nin fair ratesby repeatedoins and leaves from
multicastgroypsonwhich datais sentatarestrictedsetof rates.
We will seethatsucha meclanismwill force usto reconsider
our previous assumptia of how recever ratesimpactlink rates
in the network. For simplicity, we assumen the remainar of
the paperthat eachrecever’s utility matchedts receving rate,
i.e.,Vi,ui(z) = x.

Let us first discussthe implemenation of a layeredmulti-
castappoach. Datato be transferedis split into M layers by
the senderwherelayersare transmittedon separatanulticast
groyss, eachat somerate. Thelayersareorder@ L1, - -- , Ly,
suchthatall recevers desiringtransmissiorjoin thegroup con-
taininglayer Ly, andary recever thatjoins the group contain-
ing layer L; mustalsojoin or alreadybejoinedto layer L ; for
all 1 < ¢ < j (hencebrth, this is implied whenwe say that
therecever joins thelayeror joins up to the layer). A recever
joinedupto layer L; recevesdatafrom the senderat anaggre-
gaterateequalto the sumof theratesof layersL throwgh L;.

Joininglayersincreaseshe aggegaterate,while leaving layers
decreasetheaggreaterate®

Let us examire why recevers must join and leave layers
to obtainmaxmin fair rates. An obvious alternatve is to re-
quire recevers to chase ratesthat can be obtainedby join-
ing up to a given layer and remainingat that rate for the du-
ration of the session. This males a finite set of ratesavail-
ableto the recever. However, if theselayerscanrot be con-
figuredto the need of recevers for reasongdescrited abore,
the max-min fair allocationmight not even exist! As an ex-
ample,corsidera simple network that consistsof a singlelink
with capaity ¢, and let there be two layered multicast ses-
sions, S;, and S, that traversethis link. Each sessioncon-
tains a single recever, respectrely denotedr; andr,. The
sendeifor sessionS; providesthreelayers,andsendsat a rate
of ¢/3 perlayer Thesendeffor sessiornS, providestwo layers,
andsendsat ratec/2 perlayer The setof feasibleallocations
is {(0,0),(0,¢/2), (0,¢), (¢/3,0), (¢/3,¢/2), (2¢/3,0), (¢, 0)},
where(d;,dy) impliesreceverr; recevesatarateof d;. None
of theseallocationsaremaxmin fair. For instance(d;,ds) =
(¢/3,¢/2) is notmax-nin fair since(d;, d2) = (2¢/3,0) is fea-
sible,andd; < di, butdy > d;, hencethereis no j where
dj < dj < d;° (cortradictingthe definedrequirenentfor max-
min fairness).Thereade caneasilyverify thatnoneof theother
feasibleallocatiors is maxmin fair.

Although it is not possibleto achieze a max-nin fair rateal-
locationwhenreceversarerestrictedto joining somearbitrar
ily choserfixed setof layersfor the entirelengthof a session,
it is possibleto achieve longterm average max-min fair rates
through joins and leaves. The idea of usinglong term aver-
ageratesalsoappearsin currentdefinitions of TCP-fairnesd3],
[12], [15], [24]. We definethequartum, At, to betheminimum
amount of time over whichareceversaverag rateis computed.
We saythatarateof r is obtainedthroud alink during theith
quarium if rAt bytespassthrough the link betweertimesiAt
and(i + 1)At. We saythatalink I; cansuppat a capacityof
c; if it is ableto forwardc; At byteswithin eachtime quartum.
We notethatrapidchangs in transmissiorrateareundesirake
for certainapplicatiors like the streamig of live multimeda.
For suchapplicatians, it would be mostusefulto usea large
guartum suchthatthe periad of rateadjustmet would beless
frequent. Selectinganappr@riatequanumto meetthe needof
specificapplicatiors is beyondthe scopeof this paper

Let us now consideran idealizednetwork wherea recever
canusejoins andleavesto obtainits fair rate. The network is
ideal in that we assumethat network propagation delaysand
leave latenciesare ngyligible compaed to At andto paclet
inter-arrival timesfor eachsession In this model,a paclettra-
versesalink I; only if it is recevedby somereceverr; ;, € R;.
We alsoassumehatall pacletsare of equalsize,andfor ary
recever r; i, let d;, < m; beits fair paclet rate (in pack
ets/sec)within the network. Considera single layer (multi-
castgroyp), wherethe transmissiorrate on the layer, p, satis-

5We make the assumptiorthat thereis someutility in receivingat a faste
rate e.g.,audioandvideo transmissiasincreasen clarty, reliable dat trans-
missionstake lesstime.

80r lessformally, r1’s increasein rate doesnot resultin a decreaein ary
recaver's ratewhoseorigina ratewaslessthanry’s.
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fiesp > max{d; : ri,x € Si}. Receverr; joins the sin-
gle layer sothatit recevesthe first d; , At pacletswithin the
quantum,’ thenleavesthegroup Thisis clearly possible since
dix < m; < p, andpAt pacletsaretransmittedon the layer
during thequarium.

An alternatie to achieving max-nin fair allocatiors in awith
timed joins and leaves in a discrete-ratesettingis to instead
achieve whatis calleda maximallyfair allocation[20]. Maxi-
mally fair allocatiors areequialentto max-min fair allocations
whenrecever ratesare not restrictedto fixed, discretevalues.
However, whensucha restrictionholds, the ratesneednot be
unigwe, andwe do notconsidetthis alternatve definition of fair-
nesshere.

In thejoin-leave scenariadiscusse@bove, for ary link I ; and
sessionS; where|R; ;| > 0, thereis somereceverr; ; thatre-
cevesd; r» = max{d; r|rir € R;;} packetspertimequarium.
Hence thisis theminimumnurnberof pacletsthattraverselink
l; for sessiorS; perquantun. Transmittingexactly this number
of pacletsrequres thatall otherreceiversr; , € R;; receve
a subsetwf the pacletsthatarereceved by r; 5 perquartum.
Whenthisis notthecase,f; ; > d; x.

Definition3: We definethe link-overuse of a link {; for a
sessionS; to be f; ;/ max{d; x|rix € R;;}, wheref; ; is the
longtermaveragelink ratel ; by sessior;, andd; j, is thelong-
termaverageatefor receverr; ;. We sayasessiors bandvidth
utilization of alink is efficient for sessionS; if thelink’s link-
overusefor thatsessions 1.0, anddefineasessiornS;’s efficient
link rate to bemax{d; x|rix € Ri;}.

To undestandtheimpacton link-overuseof coordnationbe-
tweenrecever joins and leaves, let us examinewhat hapgns
on a sharedink whenthereis no implicit join/leave coordna-
tion. Our demorstrationis performedusinga simple protocd
thatis unlikely to be usedin practice,but is usedherefor ease
of analysis.In this pratocol, we assumehateachrecever r; j,
within sessiors; randanly chosesthed; , At pacletsit should
receive within thequantun, with eachpaclet having anequdly
likely chanceof beingchosenasary otherin thatquarium. In
this case,the expectedutilization of link j by S;, E[U;;], is
p(1-T1;_,(1—d;,/p)). where{d; s, ,- - - ,dii, } aretherates
of recevers thatarememlersof thesetR; ; (derivationin Ap-
pendixA).

Figure6 shavs how the numker of recevers within a session
thatutilize alink (i.e.,|R; ;|) impads thelink-ovetuseof alayer
in this scenario Thenumter of receversis shovn onthez-axis,
while the sessiors link-overuseis indicatedon the y-axis. The
curves represehvariows configuationsof {d; 1,--- ,d; s}. For
curves labeledAll z, (z = 0.1,0.5, or 0.9), d; ;. iS setrespec
tively to p/10, p/2, and9p/10 for all recevers. For cunesla-
beledlstw restz, d;; = wp, andd; , = zpforl < s < |R; ;|.
Notethatin eachplot, theefficientlink rateremainsconstahas
thenumter of receversis varied

We find that for link-overuse to be high, the ratio
of the efficient link rate to the transmissionrate (i.e.,
maxy, . er; ;{di,r}/p) mustbesmall. In fact, the link-overuse
canonly be aslarge asthe multiplicative inverse of this value

7If d; At is notaninteger, thenit canelect to receiwe | d; ; At| pacletsin
ead quartum, and periodicaly receve [d; ; At] to comearbitrarily closeto
d; i At.
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Fig. 6. Link overuseof asinglelayerwith randomjoins

Fig.7. An examplewhereanetwork failsto achiewe session-persptive fairness
propertesdueto link-overuse.

(e.g.,max{d; x|rix € Ri;}/p = .1 bowndslink-overusefrom
above by 10), andasymptdically reachs this valuewith anin-
creasdan the numler of recevers that sharethe link. In other
words, for link-overuseto be high, all recevvers mustrequre
only a smallpercatageof pacletsperquantumfrom alayer

A secondresultis that for a fixed efficient link rate, link-
overuseincreasesnostrapidy asa function of the numkber of
recevers whenall recevers receve at the samerate. In other
words,anupperbourd on how additianal recevers impactlink-
overuseis obtain@ by consideing a network in which all re-
ceiverswithin asessiorhave identicalfair rates.

Theseresultsgives a preliminary indication asto whatim-
pactsthe magitudeof link-overusewithin a network. We find
thathaving additioral layersoftenleadsto a rediction in link-
overusethatis sometimesubstantialandthatit never increases
link-overusebeyondthatexhibitedfor thesingle-layercase.De-
tails of theseresultscanbefound in Apperdix E of [17].

Notethatourassumptia in Sectionll that f; ; = max{d;  :
rix € R;;} amouwtsto anassumptiorihatmulti-ratesessions
areefficient (i.e., on all links in the network, a multi-rate ses-
sion’s link rate equalsits efficient link rate). Whenthereare
multi-rate sessionghatare not efficient, a multi-rate max-nin
fair allocationmight not satisfy persessiodink-faimess(and
hencemight not satisfy perreceaver-link-fairness). To shav
this, we corsiderthenetwork shavn in Figure7, whosedabeling
is similar to that of Figures2 and3. We againassumehatthe
maximun desiredratesarelarge so asnot to bourd receving
rates,e.g.,letm; = ms = oco. Here,sessionS; is multi-rate
with a link-overuse of 2 over the sharedlink, I4. This codd
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Fig. 8. Theimpad of link-overuseon fair rates.

occur, for instance|if receiversr; 3 andry » would receve at
rate 3 on eachevennumteredquantun andat rate 1 on each
oddnumleredquariumwhile recever r ; recevesatrate3 on
eachoddnumleredquantum atatratel oneachevennumtered
guantum. Sincethe maximum receving rate for receversin
S1 (all of whosedata-path traversely) is 2, fi.4 = 4. Since
this is the only link thatis fully utilized, and f1,4 > fo4, per
session-linkfairnesdails to hold for sessionS,. It follows that
perrecever-link-fairnesdails to hold for sessionS» aswell.

It is trivial to shav thatFairnessPropeties 2 and1 hold even
whensessiongarenot efficient.

A. Theimpactof link-overuseon fair rates

Let usnow examinetheimpactthatlink-overusehason fair-
nesswithin a network. We now demorstratewhy sessionsvith
lowerlink-overuseareprefeableto oneswith highlink-overuse.
We begin by relaxing our assumptia madein Sectionll that
fi,j = max{d; : mix € R;;}. We extendourdefinitionof a
sessiorto beatuple S; = (X;, {ri1, - ,7ik> 1, 0;) thatnow
includesa link-overusefunction v;. Here,v; mapsa set(of ar
bitrary size)of recever ratesto a link rate. Givenanallocation
of recever rates, A, sessiorf; s link ratefor link /; is computed
ani,j = 'Ui({di,k: Tk € Rz,]}) In Sectionll, v; is sim-
ply themax operdion. Sincef;; > d; musthold wheneer
ri.r € R; (for reasos discussedn Sectionll), it is necessary
thatvl-({di,k 1Tk € Ri,j}) > max{di,k 1Tk € Ri,j}. -

Lemma3: Let N (G,{S1,---,Sm},7,0), and N
(G, {81, ,Sm}, T,0) beidenticalnetworks,where eachses-
sionS; in N is identicalto S; in N, except for their respectie
link-overusefunctions,v; anda;. Assumesessionin N exhibit
higherlink-overwise thanthosein N, (i.e., for eachsessionS;
andary setof realnumters, X, v;(X) < 7;(X)). Let A bethe
max-min fair allocation in N and A the max-minfair allocation
in N. ThenA<,, A.

Lemmaa3 statesthefollowing: assumehat sessionsre“re-
placed” by sessionghat are identicd, excep that the session
link ratesrequired to suppot a given setof recever ratesare
higher(e.g.,theamoun of coadinationof joins andleavesbe-
tweenrecevers within a sessioris redwced). It follows thatthe
resultingmax-minfair allocationis “lessmax-minfair” thanthe
max-min fair allocationfor the network with the sessiongprior
to the“replacment”.

10

We know thata link-overusegreder than1.0 producesmax-
min fair rateallocationswithin the network that might not ex-
hibit the session-persztive fairness properties, perreciver
link-fairnessaandpersession-lik-fairness. Also, usingthe min-
unfavorablerelation,we have shovn thatincreasedink-overuse
might reducethe “max-min fairness” of a max-min fair alloca-
tion. Let usnow quantitatvely examire how link-overuse may
impactfair rates. Considera setof n sessionsvhoserecever
ratesare constraird by the samelink, [ with capacityc. Let
m of thesesessionde multi-rateandhave a link-overusewv on
link I, andtheremainirg n — m session®eof anarbitraryses-
siontypeandhave link-overusel. Sincewe assumehatall re-
ceivers'ratesareconstrainedy link I, their max-min fair rates
areall equalto m Figure8 showvs therecevers’ rates
asafunction of thelink-overusep. Thez-axisindicatesv, the
variouws curves represenvarious valuesof theratio of sessions,
m/n, that exhibit link-overusev. The y-axis presets the fair
ratenormdized by ¢/n, thefair ratefor all the receversin the
network whenall sessionareefficient.

Figure8indicateghatevenmodestlevelsof link-overusecan
substantiallyreducethefair recever ratesfor all sessiongn the
network. Fromthis we draw two conclusims: first, it is impor-
tantto maintainlow link-overuseon network links to keepfair
rateshigh. Secondwhenmulti-rate sessionsnake up a small
percemageof the sessionsn the network, they have lessof an
impacton the fair ratesof sessions.Due to the current prolif-
erationof unicast traffic within the network, we expectthatless
than 5% of the sessionsvithin the network will be multi-rate.
This mears thatlow leves of link-overusegreaterthan1.0 can
betolerated.

Theseresultsraiseaninterestingdilemma shouldmulti-rate
protacols be usedto achieve fairnessfrom the recevers’ per
spectves, evenif it meansfailing to achiese persessioriink-
fairness(a fairnessproperty that holds whenall network ses-
sionsaresingle-rateandunicast)AVe argue thatyes, multi-rate
protacols shoud still be used,becase the “unfair’ additioral
usageof link bandvidth dueto link-overuse canbe justifiedin
thatthesessioris transmittingdatato multiplerecevers. A sim-
ilar agumentis usedn [9] to allocatdink bandvidth to sessions
in amannethatis proportioral to thenumter of receverswithin
thesession.

Thereductio in ratedueto link-overusecanoccurwherever
amulti-ratesessiortriesto achieze someform of fairnesausing
joinsandleavesof layers.For exampe, in [24], receverjoin ex-
perimerts arecoordiratedwithin anetwork whereTCP-fairness
is the fairnesscriteria. The coordination prevents “bottlened
bandvidth allocatecto [the] proto®l instancegfrom] not beirg
fully exploited” Thislackof “exploitation” is, in effect, anarti-
factof link-overuse.

IV. OVERUSE IN PRACTICAL CONGESTION CONTROL
ProTocoLs

In Sectionlll, we shaved that a lack of join andleave co-
ordinationwithin a sessiorincreaseshe sessiors link-overuse
onlinks sharedy thatsessiors recevers. Thisin turnis likely
to redice their fair receving rates. Our final contibution is to
shaw thatlink-overuse caneasilybe keptquitelow in practice.
We shaw this by measurig the link-overuseof severd Interret
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layeredcorgestioncontrol pratocolsthat vary in the degreeto
which joins are coodinatedamongrecevers. In theseproto-
cols, recevers reactto congestionby leaving layers,andprobe
for available bandwidh by joining layers. We compte each
protacol’s link-overuse usinganalysisandsimulationof simple
network models.Becausef the simplicity of themodelsthere
may be somedifferencesbetweenwhat we obsene and what
will actuallyoccurin practice.However, we do notexpectthese
differencego affect our conclisions.

In eachprotocd, a recever leaves the highest layer joined
(unlessonly joinedto onelayer)wheneerit obsevesa conges-
tion evert: anindicatian thatsomepartof its data-@this being
overutilized. In practice,a congestiorevert may be thelossof
a paclet by therecever, or a bit setwithin a paclet by the net-
work usedto indicatethatthe receving rateshouldbe lowered
[14]. If nocongestionevents areobsened by arecever within
asequencef pacletarrivals, it joins anaddtional layer(unless
alreadyjoinedto all layers). Usingtheseprotccols, a recever
repeately adjuststhe setof layersto whichit is joinedfor the
duratio of the session. The pratocols differ in the degree to
whichjoins arecoordnatedwithin asession.

« In the Uncoodinated protacol, thereis no inheren coord-
nation: uponreceving a packet, a recever randbmly decides
whetherto join anadditianal layer.

« In the Deterministicpratocol, thereis alsono inherent coor
dination a recever joins an additinal layer after receving a
fixed number of pacletswithout losssinceits lastjoin or leave
event.

« In the Coordinated protccol, the senderindicates (e.g,
through a field within its transmittedpaclet) when recevers
shouldjoin anadditioral layer This is donein sucha way so
thatwhenthe field indicatesthat receversjoined up to layers
shouldjoin layeri + 1, it alsoindicatesthatrecevers joinedup
to layerj < i shouldjoin layerj + 1.

The additicnal details of the pratocols (layer rates, join-
period are basedon the choicesmadein [24]. For instance,
we requirethat the aggegaterate of layers1 throud 7 equals
2i—1 andthatthe expectednumber of pacletsreceivedby are-
ceiver betweena previous join/leave evert to its join to layer
i 4+ 1 equds 22(G—1) 8 Becauseof thesepratocols’ similarities
to the protocd in [24], we anticipatetheseprotacols are suit-
ablefor thesamesetof contiruousstreamandreliablebulk data
transferapplicatiors describedn [24]. Dueto alack of round-
trip-time depenénce theseprotacols comecloserto achiesing
max-min fair ratesthanTCP-fair rates.A moreprecisedescrip-
tion of theseprotacols andhow they differ from the protocad in
[24] is foundin [17].

We modé paclet loss (or equivalently, congestiormarking
of paclets)asaBernoullilossprocessThereadercanconsider
the loss processto be fairly accuratefor a network wherethe
numter of flows acrosdinks is large, sothatthereis little cor
relationbetweertherateof anindividual flow andthelink loss
rate[26]. Our modelalsoassumeshatrecevers’ reactiors to
coordnatedevents(sharedoss, coodinatedjoins) take effect
at the sametime: two recevers that seeidenticalloss patterns
would be joined to the sameset of layers. Underthesecon-

81n [24], thenumberof paclets recavedequas 22(¢—1) (i.e., it is adetamin-
istic value).
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Fig.9. Network modelsfor coordnation experiments

ditions, it canbe amued that theseprotomls come“close” to
achiving themax-min fair rates,.e., theexpectedratedoesnot
exactly equalthe max-nin fair rate, but the differences fairly
small.

Ourexpelimentsusemodfied starnetworks, asshavn Figure
9, to examire how sharedoss(i.e.,lossonthesharedink akut-
ting the sendey andindepemlentloss (i.e., loss on the fanaut
links) impactlink-overwse. Theinitial setof experimentsuses
thetopolagy in Figure 9(a). Using Markov modds of the pro-
tocols over this network, we examire how different valuesof
sharedandindepedentiossimpactthelink-overuseof asession
onthesharedink. Thedetailsof thesemodelsappeain [17] We
summaize the mostimportantfinding: link-overwseis highest
whenreceversexpeaiencethe sameend-teendlossrates. This
resultfollows intuitively from ourobsenation in Sectionlll that
link-overwse is highestwhenall recevers’ receving ratesare
equal.

Our Markov modds are too computation-irtensie to allow
usto examine sessionsvith large setsof recevers. Insteadwe
turn to simulation. Figure 10 shawvs simulatiors of the proto
cols using8 layerswith 100 recevers in the sessiorthat have
identicalendto-endlossrates,corfiguredin the modifiedstar
topolagy of Figure9(b). In Figure10(a) the sharedossrate
is fixedto 0.0M01 (i.e., very low sharedoss),andthe lossrate
on eachof the fanou links is given on the z-axis. Eachcurwe
shavsthelink-overusefor thethreeprotocds we considerEach
point plottedis the meanof 30 expeimentswherethe sender
transmits100,M0 paclets, the varianceis lessthan 1% with
95% confiderce. Figure 10(b) plots similar results,but where
the sharedossrateis .05 We seethatfor all pratocols, link-
overuseremairs below 5 for reasonale lossrates. By having
thesendercoodinatejoins asin the Coordnatedprotol, link-
overuseremainsbelov 2.5, evenwhenthereare 100 recevers
within the sessiongachof whosedata-pth containsthe shared
link. We obsered negligible changsin the resultswhenwe
increasedhe numtler of recevers beyond 100 Sinceour pre-
vious resultsindicatethat link-overuseis highestwhenall re-
ceivers have identical end-teend loss rates,we can concluc
that sendercoordinaed congestioncontrd proto®ls cankeep
link-overusebelav 2.5. Thisis low enoudp sothat,in networks
wheremulti-rate protacols make up a small percentag of ses-
sions,multi-rate protools will yield fair allocatiors with suffi-
ciently desirabldairnesgroperties.
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V. RELATED / FUTURE WORK

Theapplicationof layering in the context of videotransmis-
sion, to maximizeusageof available bandvidth andthe bene-
fits of coordnation of recever join eventswithin a sessionis
discussedn [13], andfurther exploredin [10]. Clever useof
parity codingtechnigqes exterd layerings applicalility to re-
liable multicast[4], [16], [24]. Preliminay expeimentsand
definitiors of various forms of fairnessfor layeredappoaches
areexploredin [10Q], [24], aswell asin [11], which discusses
at a high level how using a layeral appoachcan charge the
max-min fair allocation An examirationthatusesfairnessmet-
rics to compare various allocationstratgiesfor layeredmulti-
castprotacolsis presentedn [9]. There,the authorsargue that
link bandwidh shoud be allocatedto sessiondn someman-
nerthatis proportioral to the nunberof receversin thesession
becausealoing so increasesthe averag “receiver satishction”.
However, nore of theseworkslook considethow multi-rateap-
proaclesaffectfairnesgpropeties(in comgarisonto single-ate
apprachesYhrowghou a large-scalenetwork.

Much of the remainirg work that dealswith multicastfair-
nessassumeshat sessionare single-rate[3], [15], [23], [25],
andtherefae compomisefairnessfrom the recever perspec-
tive,dueto tightbinding of recever rateswithin asessionThere
has beensomework that discusseiow one might choosea
single-ratesessiors ratein orderto maximizeameasuref fair-
nesson aperreceverbasis[6].

Therearenumeousissueghatremainopenwith regard to us-
ing layeringto achieve multi-ratemax-nin fairness The effects
of layeringon desiralte fairnesgpropertiesfor otherdefinitions
of fairnesss onepossibleaverue for examination. We believe
thatmary of ourresultscanbedirectly appliedto TCP-fairness
by corstructinga definition of max-min fairnesswvhererecever
ratesareassignedveights(i.e., arecever’'s rateis weightedby
theinverseof rourd trip time). It would alsobe interestingand
usefulto extenddefinitiors of fairnesgo multicastsessionsvith
multiple sendersThere arealsomary issueghatdealwith the
practicalityof usinglayeringto achieve fairness.Onequestion
that comesto mind is whetherpriority dropping schemedor
layeredappraches[1] might aid in redwcing link-overuse by

increasingcoordnation amongrecevers. Also, multicastrout-
ing techndogy mustbe improved to male layeral appoaches
practicalfor congestion contrd andfairness purposes. For in-
stancejoin andleave latenciescomgicate coordnation amory
variows recevers within a sessionwhich is likely to increase
link-overuse. We believe thatlong leave latencieswill alsoin-
creasdink-overwse (alink contiruesto receve at therate prior
to theleave, until theleave takeseffect, while therecever's rate
reduesimmediately. We expectthatmary suchproblemsare
solvable,perhag with theaid of active routing technolay [22].
For instance placingthe decisionto addanddrop layersat the
active nodes, ratherthanatrecevers, shouldincreaethecoord-
nationof thejoins andleavesof layersby downstreanrecevers,
therely reducirg link-overuse Suchanappoachwould make a
link-overuseof 1.0 feasiblefor alayeredmulti-ratesession.

It is alsoundearwhetherbandwidh canbe sharedairly by
sessionghat measue fairnesson differenttimescaleqi.e., use
differentquana), especiallyin networkslik ethelnterret, where
a sessiors fair allocationmayvary dueto startupand/ortermi-
nationof othersessionsvithin the network. Finally, our mod
els containnumeras simplificatiors of whatexistsin practice;
they aremerelyusedto illustrate concets, identify challengs,
and provide a basicuncerstandingof what canbe expectedin
practice. Extersive develgpmentandtestingis still necessary
to verify thatour hypothesepresentedheredo in factoccurin
practice.

VI. CONCLUSION

We have explored how multi-rate multicast, achievable us-
ing layeredmulticastappra@achescanimpactfairnesswithin a
network. In particuar, we shavedthatin theory, multi-rateses-
sionscanachiese severaldesirablefairnesspropeties thatcan-
not be achieved in generalnetworks usingsingle-ate sessions.
In a practicalervironmen, we demastratehow recevers can
join andleave layersso that their ratesare maximin fair over
along termaverage.Unfortunately this join-leave processhas
several practicaldifficulties. One difficulty thatwe addresss
link-overuse: an excessie useof bandwidh by a sessiorover
a link sharedby multiple recevers in the session. High link-
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overusenot only leadsto failure of severd fairness properties
from a sessiomperspetive (i.e., fairnessof sessiorlink rates),
but is alsolik ely to redwce mostrecevers’ fair rates. However,

our subsequeranalysis showvs thatbasedon the portionof net-
work sessionghat are expectedto be multi-rate, practical so-
lutions cankeepthe amoun of link-overuselow enoudp such
that layering can be usedto improve fairnesswithin multicast
networks.

APPENDIX
|. EXPECTED BANDWIDTH WITH RANDOM JOINS

We compue the expectedbandwdth for sessionS; onalink
l;. For simplicity, we write R = |R; ;|, anddenotethe setof
recevers from sessiorS; whosedata-@thutilizesthislink (i.e.,
R; ;) as{ri,--- ,rr}, andlet a; bethenumker of pacletsthat
receverr; mustrecever perquantum.

Let p pacletsbetransmittedn atime quantum,andlet X ; be
arancbm variabe thatequds 1 if any recever is joinedwhen
pacleti is transnitted, andO otherwise(l < i < p). LetY;;
bearandam variablethatequalsl if receverr, joinsto receve
pacleti, andO otherwise.Sincewe assumea recevver chooses
the pacletsit is to receve from a uniform distribution, we have
Pr(Yi: = 1) = a/p.

R
E[X;] = I—HPr e =0) = 1-JJ(1 —a/p)
ElU:;) = E[Z Xi) = 3 BX]
1= A =
= p(t-TIa-a/p)
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