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Abstract

Naturallanguages an easyand effective mediumfor describing
visualideasandmentalimages.Thus,we foreseg¢heemegenceof

language-base8D scenegeneratiorsystemdo let ordinaryusers
quickly create3D scenesithout having to learnspecialsoftware,
acquireartistic skills, or even touch a desktopwindow-oriented
interface. WordsEyeis sucha systemfor automaticallycorvert-

ing text into representadie 3D scenesWordsEyerelieson a large
databasef 3D modelsandposedo depictentitiesandactions.Ev-

ery3D modelcanhave associateghapealisplacementspatialtags,
andfunctional propertiesto be usedin the depictionprocess.We

describethe linguistic analysisand depictiontechniquesusedby

WordsEyealongwith somegeneralstratgies by which more ab-
stractconceptsaremadedepictable.
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1 Introduction

Creating3D graphicsis a difficult and time-consumingprocess.

The usermustlearna complex software package traversepages
of menus,changetools, tweak parameterssave files, and so on.
And thentheres the taskof actuallycreatingthe artwork. We see
theneedfor anew paradigmin whichthecreationof 3D graphicss
botheffortlessandimmediate.lt shouldbe possibleto describe3D
sceneslirectly throughlanguagewithoutgoingthroughthebottle-
neckof menu-baseéhterfaces.Creatinga 3D scenewvould thenbe
aseasyasdashingoff aninstantmessage.

Naturallanguagénput hasbeeninvestigatedn a numberof 3D
graphicssystemsncludinganearly systemby [2] andthe oft-cited
Putsystem[8]; the Putsystemsharedour goal of makinggraphics
creationeasiey but waslimited to spatialarrangementsf existing
objects.Also, input wasrestrictedto anartificial subsef English
consistingof expressionof the form Put (X P Y)*, whereX and
Y areobjects,and P is a spatialpreposition. The systemdid al-
low for fairly sophisticatednterpretatiorof spatialrelationssothat
onin onthetable andon the wall would both be appropriatelyin-
terpreted.More recently therehasbeenwork at the University of
Pennsylanias Centerfor HumanModelingandSimulation[3, 4],
wherelanguagds usedto control animatedcharactersn a closed
virtual ervironment.In previoussystemgahereferenceabjectsand
actionsaretypically limited to whatis availableandapplicablein
the pre-«isting ervironment. Thesesystemghereforehave a nat-
ural affinity to the SHRDLU system[23] which, althoughit did
nothave agraphicscomponentdid usenaturallanguageo interact
with a“robot” living in a closedvirtual world.
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Figurel: Johnusesthe crosshow He ridesthe horseby the store.
Thestoreis underthelarge willow. Thesmallallosaurusis in front
of thehorse ThedinosaurfacesJohn. A giganticteacupis in front
of the store. Thedinosauris in front of the horse The gigantic
mushpomis in theteacup.Thecastleis to theright of the store.

The goal of WordsEye,in contrast,is to provide a blank slate
wherethe usercanliterally painta picture with words, wherethe
descriptionmay consistnot only of spatialrelations,but also ac-
tions performedby objectsin the scene. The text caninclude a
wide rangeof input. We have alsodeliberatelychosento address
the generationof static scenegratherthan the control or genera-
tion of animation. This affords us the opportunityto focuson the
key issuesof semanticsand graphicalrepresentatiomvithout hav-
ing to addressll the problemsinherentin automaticallygenerating
corvincing animation. The expressie power of naturallanguage
enablesgyuite complex scenego be generatedvith a level of spon-
taneityandfun unachieableby othermethodgqseeFigurel); there
is acertainmagicin seeingones wordsturnedinto pictures.

WordsEyeworks asfollows. An input text is entered the sen-
tencesaretaggedandparsedthe outputof the parseris thencon-
vertedto a dependencgtructue, andthis dependeng structureis
thensemanticallyinterpretedandcorvertedinto a semantiarepre-
sentation Depictionrules areusedto convert the semantiaepre-
sentationto a setof low-level depictos representing3D objects,
poses,spatialrelations,color attributes, etc; note that a posecan
be loosely definedas a characteiin a configurationsuggestie of
a particularaction. Transductiorrulesare appliedto resole con-
flicts andaddimplicit constraints.Theresultingdepictorsarethen
usedto manipulatethe 3D objectsthat constitutethe final, render
able3D sceneFor instancefor ashorttext suchas: Johnsaidthat
the catwason thetable Theanimalwasnext to a bowl of apples
WordsEyewould constructa picture of a humancharactemwith a
cartoonspeectbubblecomingoutof its mouth.In thatspeectbub-
ble V\llOu|d beapictureof acatonatablewith abowl of applesnext
toit.

1with the exceptionof theinitial taggingandparsingportion of thelin-
guistic analysis,WordsEyeis implementedn CommonLisp, runswithin



John said

Figure2: Dependeng structurefor John said that the cat wason
thetable.

Sincelinguisticdescriptiongendto beata high level of abstrac-
tion, therewill beacertainamountof unpredictabilityin thegraph-
ical result. This sametradeof is seenin computationamodelsof
behaior [21, 12] and naturalphenomena.We also acknavledge
up front thatit is infeasibleto fully capturethe semanticcontentof
languagen graphics.But we do believe thata large numberof in-
teresting3D scenesanbedescribecgindgeneratedirectly through
languageandlik ewisethata wide variety of text canbe effectively
depicted.

In the remainderof this paper we describeeachof the com-
ponentsof WordsEye,startingwith an overvien of the linguistic
analysisechniquesised.

2 Linguistic Analysis

Thetext isinitially taggedandparsedisinga part-ofspeech-tagger
[7] anda statisticalparsef9]. The outputof this procesds aparse
treethatrepresentthestructureof thesentenceNotethatsincethe
parseris statistical,it will attemptto resohe ambiguities,suchas
prepositionabhraseattachmentsaccordingto the statisticsof the
corpusonwhichit wastrained(thePennTreebanK19]). Theparse
treeis thenconvertedinto a dependencyepresentation(see[16],
inter alia) whichis simply alist of thewordsin the sentenceshow-
ing thewordsthatthey aredependentn (thehead$ andthewords
that are dependenbn them (the dependen)s Figure2 shavs an
exampledependengc structurewith arrawvs pointing from headso
their dependentsThe reasonfor performingthis corversionfrom
parsetreeto dependengcstructureis thatthedependencrepresen-
tationis morecorvenientfor semantianalysis.For example,if we
wish to depictthe large naughtyblack cat we might actuallyhave
noway of depictingnaughty but we still would like to depictlarge
andblack. To do this we needmerelyto look at cat's dependents
for depictableadjectves,which is in generalsimplerthanhunting
for depictablemodifiersin atreestructureheadedy cat

The next phaseof the analysisinvolves corverting the depen-
deng structureinto asemantiaepresentationThesemantiaepre-
sentatioris a descriptionof the entitiesto be depictedn the scene,
andthe relationshipsbetweenthem. The semanticrepresentation
for the sentencelohn said that the cat is on the table is givenin
Figure3. The semanticrepresentatiolis a list of semanticrepre-
sentationfragments,eachfragmentcorrespondingo a particular
nodeof the dependeng structure.Consider‘nodel”, which is the
semantiaepresentatiofragmentfor the actionsay, deriving from
the nodesayin the dependeng structure. The subjectis “node2”
(correspondingo John), andthe direct objectis the collection of
“nodeb5”, “node4” and“node7”, correspondindo nodesassociated
with the subordinateclausethat the cat was on the table Each
of thesenodesin turn correspondo particularnodesin the depen-
deng structure andwill eventuallyin turn be depictedby a given
3D object: so John will be depicted(in the currentsystem)by a
humanoidfigure we call “Mr. Happ”, andtablewill be depicted
by oneof a setof available3D tableobjects?

theMirai™ 3D animationsystemfrom IZware,anduses3D modelsfrom
Viewpoint.

2An individual semanticrepresentatioriragmentas currently usedin
WordsEyemay seemrelatively simplewhencomparedsay with the PAR

(("node2" (:ENTITY : 3D OBJECTS ("nv_happy")
: LEXI CAL- SOURCE "John" : SOURCE SELF))
("nodel" (:ACTION "say" :SUBJECT "node2"
: DI RECT- OBJECT ("node5" "node4" "node7")...))
("node5" (:ENTITY :3D OBJECTS ("cat-vp2842")))
(" node4" (:STATI VE- RELATI ON "on" :FI GURE "node5"
: GROUND "node7"))
("node7" (:ENTITY : 3D OBJECTS
("tabl e-vp14364" "ni ghtstand-vp21374"
"t abl e-vp4098" "pool _tabl e-vp8359" ...))))

Figure3: Semantiaepresentatiofor Johnsaidthatthe catwason
thetable

Semanticepresentatiofragmentsare derived from the depen-
deng structureby semantidnterpretatiorframes.The appropriate
semantidnterpretatiorframesarefoundby tablelookup, giventhe
word in question. Theseframesdiffer dependinguponwhatkind
of thing the word denotes.For nounssuchascat or table, Words-
Eye usesWordNet[10], which providesvariouskinds of semantic
relationsbetweenwords,the particularinformationof interesthere
being the hypernymand hyponymrelations. The 3D objectsare
keyedinto theWordNetdatabassothata particularmodelof acat,
for example, can be referencedas cat, or feline or mammal etc.
Personaihamessuchas John or Mary are mappedappropriately
to male or femalehumanoidfigures. Spatialprepositionssuchas
on arehandledby semantidunctionsthatlook at the left andright
dependentsf the prepositionandconstructa semantiaepresenta-
tion fragmentdependingipontheir properties.Note thattherehas
beena substantiabmountof previous work into the semanticsof
spatialprepositions;see,inter alia, [5, 14, 15] andthe collections
in [11, 20]; therehasalso beena greatdeal of interestingcross-
linguistic work, as exemplified by [22]. Therehave beenonly a
smallnumberof implementation®f theseideashowever; one so-
phisticatednstances [24]. Oneimportantconclusionof muchof
this researchs that the interpretationof spatialrelationsis often
quite object-dependengndrelatesas muchto the function of the
objectasits geometricpropertiesa point thattiesin well with our
useof spatialtags introducedbelav in Section3.1.

Finally, mostverbsare handledby semanticirames,which are
informedby recentwork on verbalsemanticsincluding [18]. The
semanticentry for sayis shawvn in Figure4. This semanticentry
containsa setof verb frames,eachof which definesthe argument
structue of one “sense”of the verb say For example, the first
verb frame, namedthe SAY-BELIEVE-THAT-S-FRAME, hasas
requiredargumentsa subjectanda THAT-S-OBJECT or in other
wordsan expressionsuchasthat the cat is on thetable Optional
argumentsncludeactionlocation(e.g.,Johnsaidin the bathroom
that the cat wason the table) andactiontime (e.g.,Johnsaid yes-
terday thatthecatwasonthetable) Eachof theseagumentspec-
ifications causesa function to be invoked to checkthe dependen-
ciesof theverbfor a dependentvith a given property andassigns
sucha dependento a particularslotin the semantiaepresentation
fragment.WordsEyecurrentlyhassemanticentriesfor about1300
Englishnouns(correspondingo the 13000bjectsdescribedn Sec-
tion 3.1),andabout2300verbs,in additionto a few depictablead-
jectives,andmostprepositionsThevocahularyis, however, readily
extensibleandis limited only by whatwe areableto depict.

In additionto semanticallyinterpretingwords that denotepar

representatiomf [3]. But bearin mind that an entire semanticrepresen-
tation for a whole scenecanbe a quite complex object, shaving relations
betweermary differentindividual fragmentsfurther semantianformation
is expressedn the depictionrulesdescribedelon. Also notethat part of
the compleity of PAR is dueto the factthatthatsystemis gearedowards
generatinganimationratherthanstaticscenes.



( SEMANTI CS : GENUS say
: VERB- FRANES

( ( VERB- FRANE
: NAVE SAY- BELI EVE- THAT- S- FRAMVE
: REQUI RED ( SUBJECT THAT- S- OBJECT)
: OPTI ONAL ( ACTI ONLOCATI ON ACTI ONTI NE) )

( VERB- FRANE

: NANE SAY- BELI EVE- S- FRAVE
: REQUI RED ( SUBJECT S- OBJECT)
: OPTI ONAL ( ACTI ONLOCATI ON ACTI ONTI NE)) ...))

Figure4: Semantientryfor say.

ticular entities, actions or relations, WordsEye also interprets
anaphoriocor coreferringexpressions.Simple pronominaldike he
or she are interpretedby searchingthroughthe contet to find
anappropriatecoreferen{whereappropriaténcludesmatchingon
numberandgenderfeatures) Nounscanalsocorefer asin the ex-
ample:Johnsaidthatthecatwasonthetable Theanimalwasnext
to a bowl of apples.While it is not strictly requiredthatthe animal
denotethe catmentionedn theprevious sentencethecoherencef
the discoursedependsiponthereaderor listenermakingthatcon-
nection. WordsEyecurrently handlessuchassociation®y noting
thatin the WordNethierarchy the denotationsf cat are a subset
of the denotation®of animal and“guessing”thatthe nounphrase
might coreferwith the previously mentioneccat (see e.g.,[13]).

Beforeclosingthediscussiorof the naturallanguageomponent
of WordsEye|t is worth noting two points. First of all, WordsEye
of necessityperformsa fairly deepsemanticanalysisof the input
text. This contrastswith whatcountsfor “understanding’in much
recentwork on, for example,MessagdJnderstandingMUC) (see,
e.g.,[1]); in the MUC context oneis typically trying to answera
smallnumberof questionsaboutthetext (e.g.,wholeft whichcom-
pary to headup which othercompary), andsomostapproacheto
understandingn this context escher a completesemanticanalysis
of sentences.In WordsEyewe do not have this luxury sincethe
numberof “questions”to beansweredn orderto constructascene
is in principle unbounded SecondWordsEyeowesanintellectual
debtto work in Cognitve Grammar{17]. While WordsEyeis not
strictly speakinganimplementatiorof thistheory Cognitive Gram-
mar’s model of semanticds like WordsEyes in thatit constructs
meaningf utteranceout of graphicalcomponentshat combine
in waysthatare similar to WordsEyes$ depictionphasewhich we
now describe.

3 Depictor s

All scenesare ultimately definedin terms of a set of low-level

graphicalspecificationswvhich we call depictos. Depictorsexist

to control 3D objectvisibility, size, position, orientation,surface
color andtransparenc Depictorsare also usedto specify poses
of humancharactersgontrol InverseKinematics(IK), andmodify

vertex displacementsor facial expressionor otheraspectof the
objects.In this sectionwe examinedepictorsin moredetail.

3.1 Object Database

The basicelementsof ary 3D sceneare the objectsthemseles.
WordsEyecurrentlyutilizesapproximately20003D polygonalob-
jects, with another10,000in the processof beingintegratedinto
the system. The majority of the databasés licensedfrom View-
point Digital andincludesmodelsfor animaland humancharac-
ters as well as buildings, vehicles, householditems, plants, etc.
SinceWordsEyeis extensible,userscanaddtheir own modelsto
thedatabase.

Figure5: Spatialtagfor “canopy area” indicatedby the box under
the lefthandchair; and“top surface”, indicatedby the box on the
righthandchair.

In additionto the raw 3D data,WordsEyeassociatesdditional
informationwith each3D model.

Skeletons: Objects can contain skeletal control structures.
Theseareusedin humanandanimalcharacters$o defineposesep-
resentingdifferentactions.

Shape displacements: Some objects, like humanfaces,can
changeshapge.g.,smiling, eyesclosed frowning, etc.). Shapedis-
placementareassociateavith the objectandusedto depictemo-
tionsor otherstatef the object.

Parts: Theseare namedcollectionsof polygonalfacesrepre-
sentingsignificantareaof thesurface.For example theheadlights,
roof, andwindshieldof a carwould bein differentparts.

Color parts: Thesearethe setof partsto be coloredwhenthe
objectis specifiedby the text ashaving a particularcolor. For ex-
ample,in theblueflower, the petalsof theflower shouldbecolored
blue,notthe stem.If no color partsarespecifiedthelargestpartis
colored.

Opacity parts: Theseare partsthat geta default transparenc
(e.g.,theglasspartof aframedwindow).

Default size: All objectsaregiven a default size, expressedn
feet.

Functional properties: Thesepropertiesareusedin the depic-
tion procesgo determinehow anobjectcanbe used.For example,
cars,bicycles,trucks,andmotorg/clesareall roadvehicles. Then,
while depictingthe verbride, we selectamongtheseto choosea
vehiclein the sentencdohnridesto the store.

Spatial tags: In orderto depictspatialrelations,the shapeof
the objectsin questionmustbe knowvn. We do this by associating
spatialtagswith all objectsin the databaseFor examplethe inte-
rior areaof anashtrayfunctionsasa cupto containwhatever is put
in it. Theareais marked with a tag (a simplespace-filling3D ob-
ject) representinghe cuppedinterior. This is usedwhendepicting
spatialrelationssuchasin andsometimeson. Someexamplesof
spatialtagsare: canopyarea andtop surface(Figure5); andbase
andcup (Figure6). Otherspatialtagsnot shavn herearewall, cap,
enclosed-ara, ridge, peak

3.2 Spatial Relations

Spatialrelationsdefinethe basiclayout of scenes. They include
relative positionsasin Johnis next to Mary, distancesasin The
chair is 5 feetbehindthetable andorientationsasin Johnis facing
the abyss And, asdiscussedater, spatialrelationsarefrequently
animplicit partof actionsandcompoundbjects.
Spatialrelationsareoftendenoteddy prepositiondik e on, under,
beyond etc. The exact placemenbf objects,in depictionsof spa-



Figure6: Spatialtagsfor “base”and“cup”.

Figure7: Thedaisyis in thetesttube

tial relations,dependn the shapesandsurfacesof thoseobjects.
Additionally, termslike in and under can have differentpossible
spatialintepretationglependingn the objectsin question.For ex-

ample, The cat is underthe table and Therug is underthe table
denotedifferentspatialareas. Someexamplesof spatialrelations
aredescribedelaw.

For Thebird is on the cat, we find a top surfacetag for the cat
(onits back)anda basetag for the bird (underits feet). We then
repositionthe bird sothatits feetareon the cat’s back.

For Thedaisyis in the testtube we find the cuptagfor the test
tubeandthe stemtagfor the daisyandput the daisy’s steminto the
testtube’s cuppedopening.SeeFigure?. Spatialtagsfor stemsare
appliedto ary objectwith along, thin baseleadingto a thicker or
wider top area.Someobjectswith stemsarestopsigns,umbrellas,
palmtreesandstreetamps.

For The elephantis underthe chair, we look for a canopytag
for the chair (the areaunderthe seatof the chairbetweerthe legs)
andputtheelephanthere.This mightinvolve resizingtheelephant
to male it fit. However, asnotedearlier undercanalsobe inter-
pretedsothatthechairis putontheelephans back. Dependingon
the sizeandshapeof the objectsin question,oneinterpretationor
anothemwill be chosen.In generalwe try to chooseaninterpreta-
tion that avoids resizing. However, we notethat grosschangesf
scaleareextremelycommonin adwertisingandoften highlight the
significanceor functionalrole of the objectsin question.

Theseexamplesarenot meantto beanexhaustve list, but rather
illustratethe mannerin which we useobjecttagsto depictspatial
relations. A renderedexampleof a spatialrelation usingthe top
surfaceandenclosue spatialtagsis shavn in Figure8.

Figure9: Usageposefor a10-speed.

3.3 Poses and Grips

Most actionsare depictedin WordsEyevia the useof predefined
poseswherea posecanbelooselydefinedasa charactein a con-
figurationsuggestie of a particularaction.
Standalongosesconsistof a charactein a particularbody po-
sition. Examplesof this arewaving, running,bowing, or kneeling.
Specializedisage posesnvolve a charactemusinga specificin-
strumentor vehicle. Someexamplesare swinging a basebalbat,
shootingarifle, andriding a bicycle. For a bicycle, a humanchar
actemwill beseatednabicyclewith its feetonthepedalsandhands
on the handlebarsin theseeachposeis tightly associatedvith a
particularmanipulatedbject;seeFigure9 for anexample.
Generic usagge posesinvolve a characterinteracting with a
genericstand-inobject. The stand-inobjectsare representedy
simplemarlerslik e spheresandcubes We usethesen casesvhere
anothembjectcancorvincingly be substitutedor the stand-in.For
example,in thethrow smallobjectpose(Figure 10, left panel),the
ballis representetly agenericspherelf theinputsentencés John
threw the watermelon the watermelonwill be substitutedfor the
spherein the samerelative positionwith respecto the hand. The
new objectcanbesubstitutedasis or, alternatvely, resizedo match
thesizeof thestand-insphere Thepositionalandsizingconstraints
areassociatedvith the stand-inobjectsandarestoredin the pose.
Grip posednvolve a characteholdinga specificobjectin acer



Figurel1l: Johnridesthebicycle Johnplaysthetrumpet.

tainway. Someobjectscanbeusedin avarietyof wayswhile being
heldin the samegrip. For instancejf we have agrip for holdinga
wine bottle (Figure 10, right panel),this grip canbe usedin vari-
ousposessuchaspouringwine, giving the bottleto someoneelse,
puttingthe bottle on a surface,andsoforth. This techniqueallows
usto avoid a combinatorialexplosionin the numberof posesfor
specificobjects.We do notwanta separat@our, give, andput pose
for every objectin our databaseWe avoid this by having a small
numberof grips for eachobjectandthenselectingthe grip appro-
priatefor themoregenericactionpose.To do this, we first putand
attachthe objectin the handbeforegoingto the actionpose. This
is facilitatedby classifyingobjectsandposesnto cateyoriesrepre-
sentingtheir shape.For example,the posesswinglong objectand
hold long objectmight beappliedto a sword in ahold swod grip.

Bodyweamosesnvolve a charactemwearingarticlesof clothing
like hats,gloves,shoesgtc. Theseareusedto attachthe objectto
the appropriatebody partandare later combinedwith otherposes
andbody positions.

Anotherstratgly we adoptis to combineupperandlower body
poses.Someposegequirethewholebodyto be positionedwhile
for othersonly the upperor lower body needsto be positioned.
We usethe simpleprocedureof associatingan active body partfor
eachpose,and then moving only thosebonesthat are necessary
when more than one poseis appliedto the samecharacter For
example,seeFigure 11 which shavs a characteriding a bicycle
(lower) while playingthetrumpet(upper).

3.4 Inverse Kinematics

Posesareeffective for puttingacharacteinto astancehatsuggests
a particularaction. But for a sceneto look realisticand corvinc-

Figurel2: Spatialtagfor “pushhandle”of babycarriagejndicated
by thebox aroundthe handle.

Figure 13: Thelawn moweris 5 feettall. John pushesthe lawn
mower Thecatis 5 feetbehindJohn. Thecatis 10feettall.

ing, the charactemust sometimesnteractdirectly with the ervi-
ronment.We uselK to dothis[25]. So,for example,in pointing, it
is notenoughustto putthe characteinto apointingposesincethe
objectpointedat canbe arywherein the ervironment. Instead the
handmustbemovedwith IK to pointin thedesireddirection.

We alsouselK to modify existing poses.For example,the push
large objectposeconsistof the characteteaningtoward anobject
with legsin strideandarmsoutstretchedConsiderhowever, push-
ing variousobjectssuchasa lawnmawer, a car, or ababycarriage.
Sincethe different objectshave handlesand surfacesat different
heights hosinglebodyposecanwork for themall. Thehandsmust
belocatedatthecorrectpositionontheobject. To dothis, thechar
acteris first put behindthe objectin the pushlarge object pose.
Thenthe handsare moved using IK to the handleor vertical sur
faceof the object. Notethatthis techniquerelieson objecttagsfor
handleor vertical surfacein orderto determinethe target position
for thelK; seeFigurel12,andFigure13for arenderedxamplethat
useslK to move thehandsto the handleof alawnmawer.

3.5 Attrib utes

WordsEyecurrentlyhandlesattributesfor size,color, transparenc
andshape.Color andtransparencareappliedto the objectassur
faceattributes.They areappliedto thedominantpart(asdefinedin
the objectdatabasedf the objectunlessotherwisespecified. The
shapeof the objectcan be modified using shapedisplacementin
the Mirai animationsystem. Theseare predefinedstatesof ver-
tex positionsassociatedvith the 3D modelthat can be additively
combined.For example,in ahumanface therecanbe separatalis-
placementdor a smileandawink. Thevariousdisplacementsan



be combinedindependentlyWe currentlyusethis in WordsEyeto
control facial expressionsbut the sametechniquecanbe usedfor
othershapedeformationge.g. twisting, bending etc.). An olvious
alternatve is to usefree-form deformationsto dynamicallycom-
pute bending,twisting, and so forth [6]. Size (e.g.,large, small
andaspectatio (e.g.,flattened squasheyattributesarecontrolled
by manipulatingthe 3D objects transformmatrix.

4 The Depiction Process

All scenesare ultimately definedin termsof a set of low-level

depictors(3D objectsand their spatialand graphicalproperties).
The job of WordsEyes depictionmoduleis to translatethe high-

level semanticrepresentatioproducedby the linguistic analysis
into thesdow-level depictors.The processnvolvedin thecreation
andapplicationof depictors]eadingto afinal renderingjs outlined
belaw:

1. Corvert the semanticrepresentatiofirom the nodestructure
producedby thelinguistic analysisto alist of typedsemantic
elementswith all referencesesohed.

2. Interpretthe semantiaepresentationThis meansanswering
“‘who?” , “what?”, “when?”, “where?” “how?” whenthe
actor object,time, location,andmethodareunspecified.

. Assigndepictorsto eachsemanticelement.

3
4. Resoleimplicit andconflictingconstraintf depictors.
5. Readin reference®D models.

6

. Apply eachassignediepictor while maintainingconstraints,
to incrementallybuild up the scene.

7. Add backgroundervironment,groundplane lights.

8. Adjustthe cameragitherautomatically(currentlyby framing
the sceneobjectsin athreequartersview) or by hand.

9. Render

We now describethis processn moredetail.

4.1 Depiction Rules

Theoutputof thelinguistic analysisis a semantiaepresentationf
the text. The semanticrepresentatiomn turn consistsof a list of
semanticelementsrepresentinghe various constituentmeanings
andrelationsinherentin theinputtext. The mainsemanticelement
typesareENTITY, ACTION, ATTRIBUTE andRELATION which
roughly correspondo nouns,verbs, adjectives and prepositions.
Someadditional,more specializedypesare PATHS, TIMESPEC,
CONJUNCTION, POSSESSIVENEGATION, CARDINALITY.
Eachtype of semanticelementhasvarioustype-specificparame-
ters. For example ACTIONS have tense.We omit theseincidental
parameterin the examplesbelow.

As anexample,the sentenc& hecowboyrodetheredbicycleto
thestore is representedly thefollowing semantielements:

1. Entity: cowboy
2. Entity: bicycle
3. Entity: store
4

. Attribute:
Subject:<elemen®2>
Property:red

5. Action:
Actor: <elementl>

Action: ride
Object: <elemen2>
Path: <element>

6. Path: )
Relation:to
Figure: <element>
Ground:<elemenB>

In orderto depicta sentencethe semanticelementsmust be
madegraphicallyrealizable. This is doneby applyinga setof de-
piction rules Depictionrulesaretestedfor applicabilityandthen
appliedto translatesemanticelementsnto graphicaldepictors.

As anexample,we examinethedepictionrulefor theactionkick.
We handleseveral cases.Thefirst caseis for large objects,where
the kicked objectshouldbe depictedon the groundin front of the
actors foot. This happensvhenthereis no specifiedpath(e.g.,we
sayJohnkickedthe car, asopposedo somethingik e Johnkicked
the car over the fencg and when the size of the direct objectis
largerthansomearbitrarysize(for example,3 feet).

The secondcaseis for small objectswhereno pathor recipient
is specified.|t usesthe kick objectposeandsubstituteghe kicked
objectfor the stand-inobjectin the pose,placedabore the foot.
This would be usedwith sentencedike John kicked the football.
Thefootball getsputin theair, justabove thefoot.

Thethird caseis usedwhenthe actorkicks the objecton a path
(e.g.,to arecipient). This might correspondo sentencefike John
kicked the football to Mary. The PATH-DEPICTOR usedin this
depictionrule specializesn depictingobjectson paths.

Note that somedepictorsare marked astentativebecausehey
arejustdefaultsandarenotinherento thekicking action.Also note
that the depictionrules describedabore are somavhat simplified;
they canbemadearbitrarily morecomplex to handlevariousspecial
caseandsubtleties.

DEFINE-DEPICTION-R ULE ACTION kick
Casel no PATH or RECIPIENT, DIRECT-OBJECT size
greaterthan3 feet
Posekick, ACTOR
Position:ACTOR directly behindDIRECT-OBJECT
Orientation:ACTOR facingDIRECT-OBJECT

Case2 noPATH or RECIPIENT, DIRECT-OBJECTsizeless
than3 feet

Posekick object ACTOR,DIRECT-OBJECT
Case3 PATH andRECIPIENT

Posekick, ACTOR

Path: DIRECT-OBJECT betweenACTOR's foot and
RECIPIENT

Orientation:ACTORfacingRECIPIENT
Pose:catc, RECIPIENT[tentative]
Orientation:RECIPIENTfacingACTOR [tentative]

Position: ACTOR 10 feetfrom RECIPIENTIn Z axis
[tentative]

Position: ACTOR 0 feet from RECIPIENT in X axis
[tentative]

In somecases,dependingon the objectin question,different
posesnaybeappliedto the samebasicaction. For example differ-
entobjects(e.g.,baseballsoccemall, frisbee,javelin) arethrowvn
in differentmannersThedepictionrulesareresponsibldor finding
the mostappropriateposefor the action,giventhe total contet of
thesemanticelements.



For attributes,depictionrulescancreatedepictorsor size,color,
transpareng aspectratio, and otherdirectly depictableproperties
of theobjects.Sometimesnattributeis bestdepictedby attaching
aniconic appendagéo theobject. This is illustratedin the follow-
ing depictionrule, whichis usedto depicta spinningobject. Since
we cannotdirectly depictmotion, we cansuggesit iconically by
puttinga circulararron above thegivenobiject.

DEFINE-DEPICTION-R ULE ATTRIB UTE spinning
Spatial-Relationabove, SUBJECT circular arrow 3D model

For entitiesthemseles,depictionrulesarenormallyresponsible
for selectingwhich 3D objectto use. Thisis currentlydoneby se-
lecting randomlyamongthosematchingthe giventerm. In some
caseshowever, anentity is depictedby anassemblyf separat@&D
objects. With environments(e.g., a living room), this will almost
alwaysbethe case.And in anotherexample,cowboymight be de-
pictedasa humancharactemearinga covboy hat. Sowe create
a posedepictorthat positionsand attacheghe cowvboy hat to the
actors head.

DEFINE-DEPICTION-R ULE ENTITY cowboy
Pose:wearcowboyhat, ACTOR

4.2 Implicit Constraints

In certaincircumstancedt is desirableto add depictorsfor con-
straintsthat are not explicitly stated,but ratherarebasedon com-
mon senseknowledgeor arein someway deduciblefrom the se-
manticrepresentationA setof transductiorrulesis invokedto do
this.

Consider:Thelampis onthetable Theglassis nextto thelamp.
Althoughit is not statedthatthe glassis on the table,we probably
wantit thereratherthanfloatingin the air next to the lamp. To do
this,weinvoke arulethatsays‘lf X isnextto, X is notalreadyon
asurface,andX is notanairborneobject(e.g.,a heliumballoon)”
then“Put X onthesamesurfaceasY”.

Considemext the sentencélhecat andthe dog are on the rug.
Sincethereis no specificationof whereon therug the catanddog
arelocated it would belogically consistento putthedogandcatin
exactly the sameplaceon therug. To avoid this unintuitive result,
we invoke arule thatsays‘If X isonY, andY isonZ, andX and
Y arenot spatiallyconstrained'then“Put X next to Y”. Notethat
althoughthe previousrule is specifiedonly with respecto the on
relation,amoregeneraformulationis possible.

4.3 Conflicting Constraints

Depictionspecificationsometimesonflictwith oneanother This

typically occurswhenthe default depictorsassignediy an action

conflict with thoseexplicitly specifiedelsevhere. For example,

John kicked the ball to Mary will generatedepictorsto put John

in a kick pose,put JohnbehindandfacingMary, put the ball be-

tweenJohnand Mary, etc. Someof thosedepictors,suchasthe

exactpositionsof the two charactersarelabeledtentativebecause
they arejustdefaultsandarenotinherentto thekicking pose.

1. POSE:Johnin kick pose
. PATH: Ball betweenJohns foot andMary
. ORIENTATION: JohnfacingMary

2

3

4. POSE:Mary in catchpose[tentative]

5. ORIENTATION: Mary facingJohn[tentative]
6

. POSITION:Johnl10feetfrom Mary in Z axis[tentative]

7. POSITION:JohnO feetfrom Mary in X axis[tentative]

But assumave addthe specificationshatMary is 20 feetto theleft
of John and Mary is 30 feetbehindJohn. which generateshese
depictors:

8. POSITION:Mary 20 feetfrom Johnin X axis
9. POSITION:Mary 30feetfrom Johnin Z axis

We now have a conflict betweerdepictors6,7 and8,9. To resohe
theseatransductiorrule is invoked thatwhendetectinga conflict
betweerdepictorsX andY, whereX is tenatve, will remove depic-
tor X. So,in this examplesincedepictors6,7 aremarked astenta-
tive, they areremoved. Thefollowing is theresult:

1. POSE:Johnin kick pose

2. PATH: Ball betweenJohns foot andMary

3. ORIENTATION: JohnfacingMary

. POSE:Mary in catchpose[tentative]

. ORIENTATION: Mary facingJohn[tentative]
. POSITION:John20 feetfrom Mary in Z axis

~N o o b

. POSITION:John30 feetfrom Mary in X axis

4.4 Applying Depictor s

In orderto actuallycreateacoherenscenethevariousindependent
graphicaldepictors(posesspatialrelations,etc.) derived from the
semantiaepresentationeedto beapplied. This is doneby apply-
ing constraintsn a simpleprioritized manner:

1. Objectsareinitializedto theirdefaultsizeandshape Sizeand
color changedo objectsaremadeat this stagealso.

2. Apply shapechangesndattachmentsCharactergreputinto
posesandinstrumentsand otherpose-relatedbjectsare at-
tached. At the sametime, shapechangeqfor facial expres-
sions,etc.) aremade. The integration of upperand lower
bodyposesarealsohandledatthis stage.

3. Onceobjectsarein their correctshapesandposesall objects
arepositioned with the exceptionof objectsplacedon paths
in step5. Onceobjectsare constrainedogether(indepen-
dentlyin eachaxis), neithercanbe moved without the other
(alongthataxis).

4. With objectsin the correctposes/shapemdpositions,orien-
tationsare applied. This handlescasesvhereone objectis
specifiecdto faceanotheror in someparticulardirection.

5. Dynamicoperationssuchasplacingobjectson pathsandIK
arenow performed.

4.5 Interpretation, Activities, Environment

In orderfor text to be depicted,it mustfirst be interpreted.A sen-
tencelike John wentto the store is someavhat vague. We do not
know if Johndrove, walked, ice skated hitchhiked, etc. Further
more, we do not knov how old Johnis, how he is dressed,or
whetherhe is doing arything elseon the way. Nor do we know
thetype of store,its location,whattype of building it is in, or the
pathtakento getthere.To bedepictedthesenustberesohed. This
will ofteninvolve addingdetailsthatwerenotexplictly statedn the
text.



We rely on the functional propertiesof objectsto make some
of theseinterpretations.Verbstypically rangealonga continuum
from puredescriptionsof statechangedik e Johnwentto the store
to moreexplicit specificationof mannerike John crawledto the
store. Sometimesninstrumenior vehicle)is mentionedasin John
rodea bicycleto the store while in othercasesthe type of instru-
mentis only implied by theverbasin Johnrodeto thestore. Tofind
implied instrumentswe look for objectswhosefunctionalproper
tiesarecompatiblewith theinstrumentype demandedy theverh
In this casewe want a rideablevehicle andfind (amongothers)a
bicycle We thenapply the “usage”posefor thatobject(bicycle).
In this way, the sentencelohnrodeto the store getsdepictedwith
Johnin ariding poseon abicyle.

Very often the interpretationwill dependon the settingof the
scene eitheran ernvironment(e.g.,a forest) or an actvity (e.g.,a
football game).Sometimeshereis no explicitly specifiederviron-
ment,in which caseanenvironmentcompatiblewith therestof the
text could be supplied. Considey for example, Thefloweris blue
Ratherthan just depictinga blue flower floating on the page,we
have the option of supplyinga background.The simplestcasefor
this is a groundplaneand/orsupportingobject. For morevisually
complex caseswe maywantto put the flower in a vaseon a fire-
placemantlein the middle of a fully decoratediving room. Even
whenthesettingis specifiedasin Johnwalkedthroughtheforest it
mustbe resohedinto specificobjectsin specificplacesin orderto
bedepicted.

It should be notedthat the sametype of semanticinferences
madewith instrumentabbjectscanalsobe appliedto settings.For
the sentencelohn filled his car with gas we know he is proba-
bly at a gasstationandwe might wantto depictJohnholding the
gaspump. WordsEyecurrently doesnot have enoughreal-world
knowledgeor the mechanismén placeto handleervironmentsor
actiities but we recognizetheirimportancebothto interpretingse-
manticrepresentationandaddingbackgroundnteresto otherwise
morepurelyliteral depictions.

4.6 Figurative and Metaphorical Depiction

Marny sentencemcludeabstractionsr describenon-physicaprop-
ertiesandrelations,and consequenththey cannotbe directly de-
picted. We usethe following techniquego transformtheminto
somethingdepictable:

Textualization: Whenwe have no otherway to depictanentity
(for example,it maybe abstracor maybewe do not have a match-
ing 3D modelin our database)ye generate3D extrudedtext of the
word in question. This can sometimeggenerateamusingresults:
seeFigurel4.

Emblematization: Sometimesan entity is not directly de-
pictable, but some3D objectcanbe an emblemfor it. In those
casesthe emblemis used. A simple exampleof an emblemis a
light bulb to representhewordidea or achurchto (somevhateth-
nocentrically)representeligion. We alsouseemblemdo represent
fieldsof study For example entomolgy is depictedby abookwith
aninsectasanemblemonits cover.

Characterization: Thisis aspecializedypeof emblematization
relatedto humancharacterén theirvariousroles. In orderto depict
these,we addan article of clothing or have the charactethold an
instrumenthatis associateavith thatrole. So,for example,acow-
boywill weara cowboy hat, a football player will weara football
helmet,aboxerwill wearboxinggloves,a detectivemight carrya
magnifyingglass,andsoon.

Conventional icons: We use comic book corventions, like
thoughtbubbles,to depictthe verbsthink or believe The thought
bubblecontainghedepictionof whateveris beingthoughtof. Like-
wise, we usea red circle with a slashto depictnot, seeFigure15.
Theinteriorof thecircle containghedepictionof thesubjectmatter

Figurel4: Thecatis facingthewall.

Figurel5: Thebluedaisyis notin thearmyboot.

beingnegated. This samesort of depictionprocesscanbe applied
recursvely. For example for Johnthinksthecatis notonthetable,

thethoughtbubblecontainsa red-slashedircle whichin turn con-
tainsthe caton the table. Alternatively, John doesnot believe the
radio is greenis depictedwith the slashectircle encompassinthe
entire depictionof Johnand the thoughtbubble andits contents;
seeFigure 16. Similarly, comic book techniquedike speedlines
andimpactmarkscouldbe usedto depictmotionandcollisions.

Literalization: Sometimedigurative or metaphoricameanings
canbedepictedmosteffectively in aliteral manner:seeFigure17.
We notethatthisis awell establishedechnique For example,T. E.
Breitenbachs poster‘Proverbidioms® containsdepictionsof hun-
dredsof figuresof speechThrowingthe babyout with thebathwa-
ter is depictediterally, asa babybeingtossedout awindow along
with a tub of bathwater This approachcomesnaturallyto Words-
Eye.

Personification: Whenmetaphoricaktatementsireinterpreted
literally, aninanimateor abstracientity often needsto be depicted
in a humanrole (e.g., Time marcheson). Our currentminimalist
approachs to affix somerepresentatioifflattenedobject, text, or
emblem)of thatentity ontoa generichumancharactes chestasa
visualidentifier, like Supermars “S”. A moresatistctorysolution
would be, in cartoonstyle, to give the objecta setof genericlegs
andarmsanda superimposethce.

Swww. t ebr ei t enbach. coni post ers. htm



Figure16: Johndoesnotbelievetheradiois green.

Figurel7: Thedevil isin thedetalils.

Degeneralization: Generalcategorical termslik e furniture can-
not be depicteddirectly. We depicttheseby picking a specificob-
ject instanceof the sameclass(in this case,perhapschair). This
workswell enoughin mostcasesasin Johnboughta pieceof fur-
niture. Butsometimesthereferences to thegeneratlasstself and
hencetheclass,not aninstanceof it, shouldbe depictedasin This
table lampis not furniture. We currentlydo not handlethis case.
Onedepictionstratgy mightbeto choosearepresentate, generic
looking objectwithin the classandaffix a textual label consisting
of the classnameitself.

5 Discussion and Future Work

We believe WordsEyerepresentsa new approachto creating3D
scenesandimages. It is not intendedto completelyreplacemore
traditional 3D software tools, but ratherto augmentthem by, for
example,allowing oneto quickly setup a sceneto be later refined
by other methods. WordsEyefocuseson translatingthe semantic
intentof theuser asexpressedn languageinto agraphicrepresen-
tation. Sincesemantidntentis inherentlyambiguoustheresulting
3D scenemight only loosely matchwhat the userexpected. Such
variability, hawever, will be anassetin mary casesproviding in-
terestingand surprisinginterpretations. And when userswant to
controladepictionmorepreciselythey canadjusttheirlanguagedo
betterspecifythe exactmeaningandgraphicalconstraintghey en-

L

Hen sat on a pig. |

Figure18: Somereal 1stGradehomevork, anda WordsEy€'inter-
pretation”.

vision. We believe thatthe low overheadof language-basescene
generationsystemswill provide a naturaland appealingway for
everydayuserso createémageryandexpresshemseles.

WordsEyeis currentlya researctprojectandis underactive de-
velopment. We expectthat eventually this technologywill evolve
into somethinghatcanbeappliedto awide variety of applications,
including: First and secondlanguageinstruction(seeFigure 18);
e-postcardgcf. www. bl uenount ai n. com); visual chat; story
illustrations;gameapplicationsspecializedlomains suchascook-
bookinstructionsor productassembly

In its currentstate, WordsEyeis only a first steptoward these
goals. Thereare mary areaswherethe capabilitiesof the system
needto be improved, suchas: Improvementsin the coverageand
robustnes®f thenaturallanguageprocessingincludinginvestigat-
ing corpus-basetechniquedor derving linguistic andreal-world
knowledge;languageénput via automaticspeechrecognitionrather
thantext; alargerinventoryof objects,posesdepictionrules,and
statef objects;mechanismgor depictingmaterialsandtextures;
mechanism$or modifying geometricandsurfacepropertiesof ob-
jectparts(e.g. Johnhasa long red nosé; ervironmentsactvities,



and common-sens&nowledge aboutthem; comic-stylemultiple
framesfor depictingsequencesf activities in a text; methodsfor
handlingphysicalsimulationsof skeletaldynamicsshapedeforma-
tion and naturalphenomenaWork is ongoingto improve Words-
Eye alongthesevariouslines. However, we feel thatevenin its
presentstate,WordsEyerepresents significantadvancein a new
approacho thegraphicalexpressiorof ausersideas.
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