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Abstract
In this paper we consider the problem of computing

the 3D shape of an unknown, arbitrarily-shaped scene
from multiple photographs taken at known but arbitrarily-
distributed viewpoints. By studying the equivalence class
of all 3D shapes that reproduce the input photographs, we
prove the existence of a special member of this class, the
photo hull, that (1) can be computed directly from pho-
tographs of the scene, and (2) subsumes all other members
of this class. We then give a provably-correct algorithm,
calledSpace Carving, for computing this shape and present
experimental results on complex real-world scenes. The ap-
proach is designed to (1) build photorealistic shapes that
accurately model scene appearance from a wide range of
viewpoints, and (2) account for the complex interactions
between occlusion, parallax, shading, and their effects on
arbitrary views of a 3D scene.

1. Introduction

A fundamental problem in computer vision is recon-
structing the shape of a complex 3D scene from multiple
photographs. While current techniques work well under
controlled conditions (e.g., small stereo baselines [1], ac-
tive viewpoint control [2], spatial and temporal smoothness
[3], or scenes containing linear features or texture-less sur-
faces [4–6]), very little is known about scene reconstruc-
tion under general conditions. In particular, in the absence
of a priori geometric information, what can we infer about
the structure of an unknown scene fromN arbitrarily posi-
tioned cameras at known viewpoints? Answering this ques-
tion has many implications for reconstructing real objects
and environments, which tend to be non-smooth, exhibit
significant occlusions, and may contain both textured and
texture-less surface regions (Figure 1).

In this paper, we develop a theory for reconstructing
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arbitrarily-shaped scenes from arbitrarily-positioned cam-
eras by formulating shape recovery as a constraint satisfac-
tion problem. We show that any set of photographs of a
rigid scene defines a collection ofpicture constraintsthat
are satisfied by every scene projecting to those photographs.
Furthermore, we characterize the set of all 3D shapes that
satisfy these constraints and use the underlying theory to
design a practical reconstruction algorithm, calledSpace
Carving, that applies to fully-general shapes and camera
configurations. In particular, we address three questions:

� GivenN input photographs, can we characterize the
set of allphoto-consistent shapes, i.e., shapes that re-
produce the input photographs?

� Is it possible to compute a shape from this set and if
so, what is the algorithm?

� What is the relationship of the computed shape to all
other photo-consistent shapes?

Our goal is to study theN -view shape recovery problem
in the general case whereno constraintsare placed upon
the scene’s shape or about the viewpoints of the input pho-
tographs. In particular, we address the above questions for
the case when (1) no constraints are imposed on scene ge-
ometry or topology, (2) no constraints are imposed on the
positions of the input cameras, (3) no information is avail-
able about the existence of specific image features in the
input photographs (e.g., edges, points, lines, contours, tex-
ture, or color), and (4) noa priori correspondence informa-
tion is available. Unfortunately, even though several algo-
rithms have been proposed for recovering shape from mul-
tiple views that work under some of these conditions (e.g.,
work on stereo [7–9]), very little is currently known about
how to answer the above questions, and even less so about
how to answer them in this general case.

At the heart of our work is the observation that these
questions become tractable when scene radiance belongs to
a general class of radiance functions we calllocally com-
putable. This class characterizes scenes for which global il-
lumination effects such as shadows, transparency and inter-
reflections can be ignored, and is sufficiently general to
include scenes with parameterized radiance models (e.g.,
Lambertian, Phong, Torrance-Sparrow [10]). Using this
observation as a starting point, we show how to compute,
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fromN photographs of an unknown scene, a maximal shape
called thephoto hull that encloses the set of all photo-
consistent reconstructions. The only requirements are that
(1) the viewpoint of each photograph is known in a com-
mon 3D world reference frame (Euclidean, affine, or pro-
jective, and (2) scene radiance follows a known, locally-
computable radiance function. Experimental results illus-
trating our method’s performance are given for both real and
simulated geometrically-complex scenes.

To our knowledge, no previous theoretical work has
studied the equivalence class of solutions to the generalN -
view reconstruction problem or provably-correctalgorithms
for computing them.1 The Space Carving Algorithm that
results from our analysis, however, is related to other 3D
scene-space stereo algorithms that have been recently pro-
posed [14–21]. Of these, most closely related are mesh-
based [14] and level-set [22] algorithms, as well as meth-
ods that sweep a plane or other manifold through a dis-
cretized scene space [15–17,20, 23]. While the algorithms
in [14, 22] generate high-quality reconstructions and per-
form well in the presence of occlusions, their use of regular-
ization techniques penalizes complex surfaces and shapes.
Even more importantly, no formal study has been under-
taken to establish their validity for recovering arbitrarily-
shaped scenes from unconstrained camera configurations
(e.g., the one shown in Figure 1a). In contrast, our Space
Carving Algorithm is provably correct and has no regular-
ization biases. Even though space-sweep approaches have
many attractive properties, existing algorithms [15–17,20]
are not fully general i.e., they rely on the presence of spe-
cific image features such as edges and hence generate only
sparse reconstructions [15], or they place strong constraints
on the input viewpoints relative to the scene [16, 17]. Unlike
all previous methods, Space Carving guarantees complete
reconstruction in the general case.

Our approach offers four main contributions over the ex-
isting state of the art. First, it introduces an algorithm-
independent analysis of theN view shape-recovery prob-
lem, making explicit the assumptions required for solving
it as well as the ambiguities intrinsic to the problem. Sec-
ond, it establishes the tightest possible bound on the shape
of the true scene obtainable fromN photographs withouta
priori geometric information. Third, it describes the first
provably-correct algorithm for scene reconstruction from
unconstrained camera viewpoints. Fourth, the approach
leads naturally to global reconstruction algorithms that re-
cover 3D shape information from all photographs at once,
eliminating the need for complex partial reconstruction and
merging operations [19, 24].

1Faugeras [11] has recently proposed the termmetamericto describe
such shapes, in analogy with the term’s use in the color perception [12]
and structure-from-motion literature [13].

(a) (b)

Figure 1. Viewing geometry. The scene volume and cam-
era distribution covered by our analysis are both completely
unconstrained. Examples include (a) a 3D environment
viewed from a collection of cameras that are arbitrarily dis-
persed in free space, and (b) a 3D object viewed by a single
camera moving around it.

2. Picture Constraints

LetV be a 3D scene defined by a finite, opaque, and pos-
sibly disconnected volume in space. We assume thatV is
viewed under perspective projection fromN known posi-
tions c1; : : : ; cN in <3 � V (Figure 1b). Theradianceof
a pointp on the scene’s surface is a functionradp(�) that
maps every oriented ray� through the point to the color
of light reflected fromp along�. We use the termshape-
radiance scene descriptionto denote the sceneV together
with an assignment of a radiance function to every point
on its surface. This description contains all the information
needed to reproduce a photograph of the scene for any cam-
era position.

Every photograph of a 3D scene taken from a known lo-
cation partitions the set of all possible shape-radiance scene
descriptions into two families, those that reproduce the pho-
tograph and those that do not. We characterize this con-
straint for a given shape and a given radiance assignment
by the notion ofphoto-consistency:2

Definition 1 (Point Photo-Consistency)A point p in V that is
visible fromc is photo-consistent with the photograph atc if (1)
p does not project to a background pixel, and (2) the color atp’s
projection is equal toradp(~pc).

Definition 2 (Shape-Radiance Photo-Consistency)A shape-
radiance scene description isphoto-consistent with the photo-
graph atc if all points visible fromc are photo-consistent and
every non-background pixel is the projection of a point inV.

Definition 3 (Shape Photo-Consistency)A shapeV is photo-
consistentwith a set of photographs if there is an assignment of
radiance functions to the visible points ofV that makes the re-
sulting shape-radiance description photo-consistent with all pho-
tographs.

2In the following, we make the simplifying assumption that pixel values
in the image measure scene radiance directly.
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Our goal is to provide a concrete characterization of the
family of all scenes that are photo-consistent withN input
photographs. We achieve this by making explicit the two
ways in which photo-consistency withN photographs can
constrain a scene’s shape.

2.1. Background Constraints

Photo-consistency requires that no point ofV projects
to a background pixel. If a photograph taken at positionc

contains identifiable background pixels, this constraint re-
strictsV to a cone defined byc and the photograph’s non-
background pixels. GivenN such photographs, the scene is
restricted to thevisual hull, which is the volume of intersec-
tion of their corresponding cones [5].

When noa priori information is available about the
scene’s radiance, the visual hull defines all the shape con-
straints in the input photographs. This is because there is
always an assignment of radiance functions to the points on
the surface of the visual hull that makes the resulting shape-
radiance description photo-consistent with theN input pho-
tographs.3 The visual hull can therefore be thought of as a
“least commitment reconstruction” of the scene—any fur-
ther refinement of this volume must rely on assumptions
about the scene’s shape or radiance.

While visual hull reconstruction has often been used as a
method for recovering 3D shape from photographs [25, 26],
the picture constraints captured by the visual hull only ex-
ploit information from the background pixels in these pho-
tographs. Unfortunately, these constraints become useless
when photographs contain no background pixels (i.e., the
visual hull degenerates to<3) or when background identi-
fication cannot be performed accurately. Below we study
picture constraints from non-background pixels when the
scene’s radiance is restricted to a special class of radiance
models. The resulting constraints lead to photo-consistent
scene reconstructions that are subsets of the visual hull, and
unlike the visual hull, can contain concavities.

2.2. Radiance Constraints

Surfaces that are not transparent or mirror-like reflect
light in a coherent manner, i.e., the color of light reflected
from a single point along different directions is not arbitrary.
This coherence provides additional picture constraints be-
yond what can be obtained from background information.
In order to take advantage of these constraints, we focus on
scenes whose radiance satisfies the following criterion:

Consistency Check Criterion: An algorithm
consist K() is available that takes as input at least
K � N colorscol1; : : : ; colK , K vectors�1; : : : ; �K ,
and the light source positions (non-Lambertian case),
and decides whether it is possible for a single surface

3For example, setradp(~pc) equal to the color atp’s projection.

Figure 2. (a) Illustration of the Visibility and Non-Photo-
Consistency Lemmas. Ifp is non-photo-consistent with the
photographs atc1; c2; c3, it is non-photo-consistent with the
entire setVisV0(p), which also includesc4.

point to reflect light of colorcoli in direction �i
simultaneously for alli = 1; : : : ; K.

Given a shapeV , the Consistency Check Criterion gives
us a way to establish the photo-consistency of every point
onV ’s surface. This criterion defines a general class of radi-
ance models, that we calllocally computable, that are char-
acterized by a locality property: the radiance at any point is
independent of the radiance of all other points in the scene.
The class of locally-computable radiance models therefore
restricts our analysis to scenes where global illumination ef-
fects such as transparency, inter-reflection, and shadows can
be ignored. This class subsumes the Lambertian (K = 2)
and other parameterized radiance models.4

Given ana priori locally computable radiance model for
the scene, we can determine whether or not a given shapeV
is photo-consistent with a collection of photographs. Even
more importantly, when the scene’s radiance is described by
such a model, thenon-photo-consistency of a shapeV tells
us a great deal about the shape of the underlying scene. We
use the following two lemmas to make explicit the struc-
ture of the family of photo-consistent shapes. These lem-
mas provide the analytical tools needed to describe how
the non-photo-consistency of a shapeV affects the photo-
consistency of its subsets (Figure 2):

Lemma 1 (Visibility Lemma) Let p be a point onV ’s surface,
Surf(V), and letVisV(p) be the collection of input photographs in
whichV does not occludep. If V 0 � V is a shape that also hasp
on its surface,VisV(p) � VisV0 (p).

Proof: SinceV 0 is a subset ofV, no point ofV 0 can lie betweenp
and the cameras corresponding toVisV(p). QED

Lemma 2 (Non-Photo-Consistency Lemma)If p 2 Surf(V) is
not photo-consistent with a subset ofVisV(p), it is not photo-
consistent withVisV(p).

4Specific examples include (1) using a mobile camera mounted with a
light source to capture photographs of a scene whose reflectance can be ex-
pressed in closed form (e.g., using the Torrance-Sparrow model [10, 27]),
and (2) using multiple cameras to capture photographs of an approximately
Lambertian scene under arbitrary unknown illumination (Figure 1).
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Figure 3. Trivial shape solutions in the absence of free-
space constraints. A two-dimensional object consisting of
a black square whose sides are painted four distinct diffuse
colors (red, blue, orange, and green), is viewed by four cam-
eras. Carving out a small circle around each camera and
projecting the image onto the interior of that circle yields a
trivial photo-consistent shape.

Intuitively, Lemmas 1 and 2 suggest that both visibility
and non-photo-consistency exhibit a form of “monotonic-
ity:” the Visibility Lemma tells us that the collection of pho-
tographs from which a surface pointp 2 Surf(V) is visible
strictly expands asV gets smaller (Figure 2). Analogously,
the Non-Photo-Consistency Lemma, which follows as a
direct consequence of the definition of photo-consistency,
tells us that each new photograph can be thought of as an
additional constraint on the photo-consistency of surface
points—the more photographs are available, the more diffi-
cult it is for those points to achieve photo-consistency. Fur-
thermore, once a surface point fails to be photo-consistent
no new photograph of that point can re-establish photo-
consistency.

The key consequence of Lemmas 1 and 2 is given by the
following theorem which shows thatnon-photo-consistency
at a point rules out the photo-consistency of an entire family
of shapes:

Theorem 1 (Subset Theorem)If p 2 Surf(V) is not photo-
consistent, no photo-consistent subset ofV containsp.

Proof: Let V 0 � V be a shape that containsp. Sincep lies on
the surface ofV, it must also lie on the surface ofV 0. From the
Visibility Lemma it follows thatVisV(p) � VisV0(p). The theorem
now follows by applying the Non-Photo-Consistency Lemma to
V 0 and using the locality property of locally computable radiance
models.QED

We explore the ramifications of the Subset Theorem in
the next section.

3. The Photo Hull

The family of all shapes that are photo-consistent with
N photographs defines the ambiguity inherent in the prob-
lem of recovering 3D shape from those photographs. When

there is more than one photo-consistent shape it is impos-
sible to decide, based on those photographs alone, which
photo-consistent shape corresponds to the true scene. This
ambiguity raises two important questions regarding the fea-
sibility of scene reconstruction from photographs:

� Is it possible to compute a shape that is photo-
consistent withN photographs and, if so, what is the
algorithm?

� If a photo-consistent shape can be computed, how can
we relate that shape to all other photo-consistent 3D
interpretations of the scene?

Before providing a general answer to these questions we
observe that when the number of input photographs is finite,
the first question can be answered with a trivial shape (Fig-
ure 3). In general, trivial shape solutions such as this one
can only be eliminated with the incorporation offree space
constraints, i.e., regions of space that are known not to con-
tain scene points. Our analysis enables the (optional) inclu-
sion of such constraints by specifying an arbitrary shapeV
within which a photo-consistent scene is known to lie.5

In particular, our answers to both questions rest on the
following theorem. Theorem 2 shows that for any shape
V there is a unique photo-consistent shape that subsumes,
i.e., contains within its volume, all other photo-consistent
shapes inV (Figure 4):

Theorem 2 (Photo Hull Theorem) Let V be an arbitrary set of
points and letV� be the union of all photo-consistent subsets ofV.
The shapeV� is photo-consistent and is called thephoto hull.6

Proof: (By contradiction) SupposeV� is not photo-consistent and
let p be a non-photo-consistent point on its surface. Sincep 2 V�,
there exists a photo-consistent shape,V 0 � V�, that also hasp
on its surface. It follows from the Subset Theorem thatV 0 is not
photo-consistent.QED

Theorem 2 provides an explicit relation between the
photo hull and all other possible 3D interpretations of the
scene: the theorem guarantees that every such interpretation
is a subset of the photo hull. The photo hull therefore rep-
resents a least-commitment reconstruction of the scene. We
describe a volumetric algorithm for computing this shape in
the next section.

4. Reconstruction by Space Carving

An important feature of the photo hull is that it can be
computed using a simple, discrete algorithm that “carves”
space in a well-defined manner. Given an initial volume

5Note that ifV = <3, the problem reduces to the case when no con-
straints on free space are available.

6Our use of the termphoto hull to denote the “maximal” photo-
consistent shape defined by a collection of photographs is due to a sug-
gestion by Leonard McMillan.

Authorized licensed use limited to: Columbia University. Downloaded on May 22, 2009 at 18:09 from IEEE Xplore.  Restrictions apply.



Figure 4. Illustration of the Photo Hull Theorem. The
gray-shaded region corresponds to an arbitrary shapeV
containing the object of Figure 3.V� is a polygonal re-
gion that extends beyond the true scene and whose bound-
ary is defined by the polygonal segments�; �; 
, and �.
When these segments are colored as shown,V�’s projec-
tions are indistinguishable from that of the true object and
no photo-consistent shape in the gray-shaded region can
contain points outsideV�.

V that contains the scene, the algorithm proceeds by iter-
atively removing (i.e. “carving”) portions of that volume
until it converges to the photo hull,V�. The algorithm can
therefore be fully specified by answering four questions:
(1) how do we select the initial volumeV , (2) how should
we represent that volume to facilitate carving, (3) how do
we carve at each iteration to guarantee convergence to the
photo hull, and (4) when do we terminate carving?

The choice of the initial volume has a considerable im-
pact on the outcome of the reconstruction process (Figure
3). Nevertheless, selection of this volume is beyond the
scope of this paper; it will depend on the specific 3D shape
recovery application and on information about the manner
in which the input photographs were acquired.7 Below we
consider a general algorithm that, givenN photographs and
any initial volume that contains the scene, is guaranteed to
find the (unique) photo hull contained in that volume.

In particular, letV be an arbitrary finite volume that
contains the scene as an unknown sub-volume. Also, as-
sume that the surface of the true scene conforms to a ra-
diance model defined by a consistency check algorithm
consist K(). We representV as a finite collection of vox-
elsv1; : : : ; vM . Using this representation, each carving it-
eration removes a single voxel fromV .

The Subset Theorem leads directly to a method for se-
lecting a voxel to carve away fromV at each iteration.
Specifically, the theorem tells us that if a voxelv on the sur-
face ofV is not photo-consistent, the volumeV = V � fvg
must still contain the photo hull. Hence, if only non-
photo-consistent voxels are removed at each iteration, the
carved volume is guaranteed to converge to the photo hull.

7Examples include definingV to be equal to the visual hull or, in the
case of a camera moving through an environment ,<3 minus a tube along
the camera’s path.

The order in which non-photo-consistent voxels are exam-
ined and removed is not important for guaranteeing correct-
ness. Convergence to this shape occurs when no non-photo-
consistent voxel can be found on the surface of the carved
volume. These considerations lead to the following algo-
rithm for computing the photo hull:8

Space Carving Algorithm

Step 1: Initialize V to a volume containing the true scene.

Step 2: Repeat the following steps for voxelsv 2 Surf(V) until a
non-photo-consistent voxel is found:

a. Project v to all photographs in VisV(v). Let
col1; : : : ; colj be the pixel colors to whichv projects
and let�1; : : : ; �j be the optical rays connectingv to
the corresponding optical centers.

b. Determine the photo-consistency ofv using
consist K(col1; : : : ; colj ; �1; : : : ; �j).

Step 3: If no non-photo-consistent voxel is found, setV� = V
and terminate. Otherwise, setV = V � fvg and repeat Step
2.

The key step in the algorithm is the search and voxel
consistency checking of Step 2. The following proposi-
tion gives an upper bound on the number of voxel photo-
consistency checks:9

Proposition 1 The total number of required photo-consistency
checks is bounded byN � M whereN is the number of input
photographs andM is the number of voxels in the initial (i.e., un-
carved) volume.

To perform visibility computations efficiently, we use a
multi-sweep implementation of space carving. In what fol-
lows, we briefly summarize the technique, but full details
of the approach are omitted due to space limitations. Each
pass consists of sweeping a plane through the scene volume
and testing the photo-consistency of voxels on that plane.
The advantage of this method is that voxels are always vis-
ited in an order that captures all occlusion relations between
the entire set of voxels and an appropriately-chosen subset
C of the cameras: each sweep guarantees that if a voxelp

occludes another voxelq when viewed from a camera in
C, p will necessarily be visited beforeq. This is achieved
by choosingC to be the set of all cameras that lie on one
side of the sweep plane. Since each plane sweep consid-
ers only a subset of the cameras from which a voxel may
be visible, multiple sweeps are needed to ensure photo-
consistency of voxels withall input views. Our imple-
mentation cycles through six directions in each pass, i.e.,
in increasing/decreasingx, y, andz directions, and applies
repeated passes until the carving procedure converges. In
practice, this typically occurs after 2 or 3 passes.

8Convergence to this shape is provably guaranteed only for scenes rep-
resentable by a discrete set of voxels.

9Proof is omitted due to lack of space.
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5. Experimental Results

To demonstrate the applicability of our approach, we per-
formed several experiments on real and synthetic image se-
quences. In all examples, a Lambertian model was used for
the Consistency Check Criterion, i.e., it was assumed that a
voxel projects to pixels of approximately the same color in
every image. We used a threshold on the standard deviation
of these pixels to decide whether or not to carve a voxel.

We first ran the Space Carving Algorithm on 16 images
of a gargoyle sculpture (Figs. 5a-e). The sub-pixel calibra-
tion error in this sequence enabled using a small threshold
of 6% for the RGB component error. This threshold, along
with the voxel size and the 3D coordinates of a bounding
box containing the object were the only parameters given as
input to our implementation. Some errors are still present
in the reconstruction, notably holes that occur as a result
of shadows and other illumination changes caused by mov-
ing the object rather than camera. These effects were not
accounted for by the radiance model, causing some voxels
to be erroneously carved. The finite voxel size, calibration
error, and image discretization effects resulted in a loss of
some fine surface detail. Voxel size could be further reduced
with better calibration, but only up to the point where image
discretization effects (i.e., finite pixel size) become a signif-
icant source of error. Figs. 5f-i show results from applying
our algorithm to images of a human hand.

In a final experiment, we applied our algorithm to im-
ages of a synthetic building scene rendered from both its
interior and exterior (Figure 6). This placement of cam-
eras yields an extremely difficult stereo problem, due to the
drastic changes in visibility between interior and exterior
cameras.10 Figure 6 compares the original model and the
reconstruction from different viewpoints. The model’s ap-
pearance is very good near the input viewpoints, as demon-
strated in Figs. 6b-c. Note that the reconstruction tends to
“bulge” out and that the walls are not perfectly planar (Fig-
ure 6e). This behavior is exactly as predicted by Theorem
2—the algorithm converges to thelargest possibleshape
that is consistent with the input images. In low-contrast
regions where shape is visually ambiguous, this causes sig-
nificant deviations between the computed photo hull and the
true scene. While these deviations do not adversely affect
scene appearance near the input viewpoints, they can result
in noticeable artifacts for far-away views. These deviations
and the visual artifacts they cause are easily remedied by
including images from a wider range of camera viewpoints
to further constrain the scene’s shape, as shown in Figure
6f.

Our experiments highlight a number of advantages of our
approach over previous techniques. Existing multi-baseline
stereo techniques [1] work best for densely textured scenes

10For example, the algorithms in [16, 17] fail catastrophically for this
scene because the distribution of the input views and the resulting occlu-
sion relationships violate the assumptions used by those algorithms.

and suffer in the presence of large occlusions. In contrast,
the gargoyle and hand sequences contain many low-textured
regions and dramatic changes in visibility. While contour-
based techniques like volume intersection [25] work well
for similar scenes, they require detecting silhouettes or oc-
cluding contours. For the gargoyle sequence, the back-
ground was unknown and heterogeneous, making the con-
tour detection problem extremely difficult. Note also that
Seitz and Dyer’s voxel coloring technique [16] would not
work for any of the above sequences because of the con-
straints it imposes on camera placement. Our approach suc-
ceeds because it integrates both texture and contour infor-
mation as appropriate, without the need to explicitly detect
features or contours, or constrain viewpoints. Our results
indicate the approach is highly effective for both densely
textured and untextured objects and scenes.

6. Concluding Remarks

While the Space Carving Algorithm’s effectiveness was
demonstrated in the presence of image noise, the photo-
consistency theory itself is based on an idealized model of
image formation. Extending the theory to explicitly model
image noise, quantization and calibration errors, and their
effects on the photo hull is an open research problem. Ex-
tending the formulation to handle non-locally computable
radiance models (e.g., shadows) is another important topic
of future work. Other research directions include (1) de-
veloping space carving algorithms for noisy images, (2) in-
vestigating the use of surface-based rather than voxel-based
techniques for finding the photo hull, (3) incorporatinga
priori shape constraints (e.g., smoothness), and (4) analyz-
ing the topological structure of the set of photo-consistent
shapes.

References

[1] M. Okutomi and T. Kanade, “A multiple-baseline stereo,”T-
PAMI, v.15, pp. 353–363, 1993.

[2] K. N. Kutulakos and C. R. Dyer, “Recovering shape by pur-
posive viewpoint adjustment,”IJCV, v.12, n.2, pp. 113–136,
1994.

[3] R. C. Bolles, H. H. Baker, and D. H. Marimont, “Epipolar-
plane image analysis: An approach to determining structure
from motion,” IJCV, v.1, pp. 7–55, 1987.

[4] R. Cipolla and A. Blake, “Surface shape from the deforma-
tion of apparent contours,”IJCV, v.9, n.2, pp. 83–112, 1992.

[5] A. Laurentini, “The visual hull concept for silhouette-based
image understanding,”T-PAMI, v.16, pp. 150–162, 1994.

[6] K. N. Kutulakos and C. R. Dyer, “Global surface reconstruc-
tion by purposive control of observer motion,”Artificial In-
telligence Journal, v.78, n.1-2, pp. 147–177, 1995.

[7] P. N. Belhumeur, “A bayesian approach to binocular stereop-
sis,” IJCV, v.19, n.3, pp. 237–260, 1996.

[8] I. Cox, S. Hingorani, S. Rao, and B. Maggs, “A maximum
likelihood stereo algorithm,”CVIU: Image Understanding,
v.63, n.3, pp. 542–567, 1996.

Authorized licensed use limited to: Columbia University. Downloaded on May 22, 2009 at 18:09 from IEEE Xplore.  Restrictions apply.



(a)

(b) (c) (d) (e)

(f)
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Figure 5. Reconstruction results for two real scenes. (a-e) Reconstruction of a gargoyle stone sculpture. Four out of 16 486x720
RGB input images are shown in (a). The images were acquired by (1) rotating the object in front of a stationary background in
22:5� increments, and (2) altering the object’s background before each image was acquired. This latter step enabled complete re-
construction of the sculpture without any initial segmentation step—the space carving process ensured that photo-consistency could
not be enforced for points projecting to non-object pixels. (b-e) Reconstruction of the sculpture. The model contains 215,000 surface
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Figure 6. Reconstruction of a synthetic building scene. (a) 24 Cameras were placed in both the interior and exterior of a building
to enable simultaneous, complete reconstruction of its exterior and interior surfaces. The reconstruction contains 370,000 voxels,
carved out of a200 � 170 � 200 voxel block. (b) A rendered image of the building for a viewpoint near the input cameras
(shown as “virtual view” in (a)) is compared to the view of the reconstruction (c). (d-f) Views of the reconstruction from far away
camera viewpoints. (d) shows a rendered top view of the original building, (e) the same view of the reconstruction, and (f) a new
reconstruction resulting from adding image (d) to the set of input views. Note that adding just a single top view dramatically
improves the quality of the reconstruction.
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