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Abstract

A number of techniques t@ keen proposed for flying
through scenes by redisplaying yireisly rendered or digitized
views. Techniques hs dso been proposed for interpolating
between viers by warping input images, using depth information
or correspondences between multiple imagesthis paperwe
describe a simple and naét method for generating weviews
from arbitrary camera positions without depth information or fea-
ture matching, simply by combining and resampling traélable
images. Thekey to this technique lies in interpreting the input
images as 2D slices of a 4D function - the light fi€ldhis func-
tion completely characterizes the viloof light through unob-
structed space in a static scene witkediilumination.

We cescribe a sampled representation for light fields that
allows for both dicient creation and display of irakd and out-
ward looking vievs. We have created light fields from lge
arrays of both rendered and digitized imagdse latter are
acquired using a video camera mounted on a compatgrolled
gantry. Once a light field has been createdwngews may be
constructed in real time byacting slices in appropriate direc-
tions. Sincethe success of the method depends afingaa high

sample rate, we describe a compression system that is able to

compress the light fields weegenerated by more than acfor
of 100:1 with \ery little loss of fidelity We dso address the issues
of antialiasing during creation, and resampling during sktee-
tion.

CR Categories:1.3.2 [Computer Graphics]: Picture/Image Gener
ation —Digitizing and scanningViewing algorithms1.4.2 [Com-
puter Graphics]: Compression Approximate methods

Additional k eywords: image-based rendering, light field, holo-
graphic stereogramegetor quantization, epipolar analysis

1. Introduction

Traditionally the input to a 3D graphics system is a scene
consisting of geometric primites composed of dferent materials
and a set of lightsBased on this input specification, the rendering
system computes and outputs an image. Recentlwap@roach
to rendering has enmged: image-based endering Image-based
rendering systems generate feliént vievs of an ewronment
from a set of pre-acquired imageihere are seral adwantages
to this approach:
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» The display algorithms for image-based rendering require
modest computational resources and are thus suitable for real-
time implementation on @rkstations and personal computers.

» The cost of interactely viewing the scene is independent of
scene complety.

» The source of the pre-acquired images can be from a real or
virtual ervironment, i.e. from digitized photographs or from
rendered modelsin fact, the two can be mied together

The forerunner to these techniques is the use dfcen
ment maps to capture the incoming light in &tusee map
[Blinn76, Greene86].An ervironment map records the incident
light arriving from all directions at a pointThe original use of
ervironment maps as to eficiently approximate reflections of
the ewironment on a suaice. Havever, environment maps also
may be used to quickly displayyapnutward looking viev of the
ervironment from a figd location bt at a variable orientation.
This is the basis of the Apple QuidkTeVR system [Chen95]in
this system erironment maps are created aykocations in the
scene. Theuser is able to mégate discretely from location to
location, and while at each location continuously change the vie
ing direction.

The major limitation of rendering systems based on-en
ronment maps is that the wipoint is fixed. Oneway to relax this
fixed position constraint is to use wianterpolation [Chen93,
Greene94, Fuchs94, McMillan95a, McMillan95b, Narayanan95].
Most of these methods require a depdlue for each pid in the
ernvironment map, which is easily prided if the emironment
maps are synthetic images.v&i the depth &lue it is possible to
reproject points in the gmonment map from diérent \antage
points to varp between multiple imagesThe ley dallenge in
this warping approach is to "fill in theags" when pnéously
occluded areas become visible.

Another approach to interpolating between acquired
images is to find corresponding points in theo tiikaveau94,
McMillan95b, Seitz95]. If the positions of the cameras are
known, this is equialent to finding the depthalues of the corre-
sponding points. Automatically finding correspondences between
pairs of images is the classic problem of stereo vision, and-unfor
tunately although manalgorithms eist, these algorithms are
fairly fragile and may not alays find the correct correspon-
dences.

In this paper we propose améechnique that is ralst and
allows much more freedom in the range of possiblevsieThe
major idea behind the technique is a representation ofighe
field, the radiance as a function of position and direction, in
regions of space free of occluders (free spate)firee space, the
light field is a 4D, not a 5D functionAn image is a tw dimen-
sional slice of the 4D light fieldCreating a light field from a set
of images corresponds to inserting each 2D slice into the 4D light
field representationSimilarly, generating ne views corresponds
to extracting and resampling a slice.



Generating a meimage from a light field is quite d&rent
than preious view interpolation approachegirst, the ne image
is generally formed from mandifferent pieces of the original
input images, and need not lookdikny o them. Secondno
model information, such as deptlalwes or image correspon-
dences, is needed trtect the imagealues. Thirdjmage gener
ation involves only resampling, a simple linear process.

This representation of the light field is similar to the epipo-
lar volumes used in computer vision [Bolles87] and to horizontal-
parallax-only holographic stereograms [Benton8Bh epipolar

volume is formed from an array of images created by translating a

camera in equal increments in a single directi®ach a represen-
tation has recently been used to performwvimterpolation
[Katayama95]. Aholographic stereogram is formed bypesing

a piece of film to an array of images captured by a camekaéngo
sidevays. Hallehas discussed hoto st the camera aperture to
properly acquire images for holographic stereograms [Halle94],
and that theory is applicable to thiok. Gavin Miller has also
recognized the potential syiggr between true 3D display tech-
nologies and computer graphics algorithms [Miller95].

There are seral major challenges to using the light field
approach to vie@ 3D scenes on a graphicsovkstation. First,

there is the choice of parameterization and representation of the

light field. Related to this is the choice of sampling pattern for the
field. Secondthere is the issue of twoto generate or acquire the
light field. Third, there is the problem c&$t generation of dir-

ent viavs. Thisrequires that the slice representing rays through a
point be easily xracted, and that the slice be properly resampled
to avoid artifacts in the final imagefourth, the obious disadan-
tage of this approach is the dar amount of data that may be
required. Intuitvely one suspects that the light field is coherent
and that it may be compressed greatly the remaining sections
we discuss these issues and our proposed solutions.

2. Representation

We dcefine the light field as the radiance at a point in a
given drection. Notethat our definition is equalent to the
plenoptic functionintroduced by Adelson and Bmn [Adel-
son91]. Thephrase light field s coined by A. Gershun in his
classic paper describing the radiometric properties of light in a
space [Gershun36]. McMillan and Bishop [McMillan95b] dis-

cuss the representation of 5D light fields as a set of panoramic

images at dferent 3D locations.

However, the 5D representation may be reduced to 4D in
free space (ggons free of occluders)This is a consequence of
the fact that the radiance does not change along a line unles
blocked. 4D light fields may be interpreted as functions on the
space of oriented linesThe redundancof the 5D representation
is undesirable for tavreasons: first, redundanincreases the size
of the total dataset, and second, redungacmmplicates the
reconstruction of the radiance function from its sampl€kis

reduction in dimension has been used to simplify the representa-

tion of radiance emitted by luminaires f{lie71, Ashdavn93].
For the remainder of this paper we will be only concerned with
4D light fields.

! For those &miliar with Gershurs paper he actually uses the term light field to
mean the irradianceeetor as a function of positiorizor this reason .MMoon in a lat-

er book [Moon81] uses the term photic field to denote what we call the light field.

Although restricting the alidity of the representation to
free space may seemdila imitation, there are tavcommon situ-
ations where this assumption is useflirst, most geometric
models are boundedn this case free space is thgiom outside
the cowex hull of the object, and hence all wis of an object
from outside its corex hull may be generated from a 4D light
field. Secondif we are meing through an architectural model or
an outdoor scene we are usuallyuwing through a rgion of free
space; therefore, grview from inside this rgion, of objects out-
side the rgion, may be generated.

The major issue in choosing a representation of the 4D
light field is hav to parameterize the space of oriented lines.
There are seral issues in choosing the parameterization:

Efficient calculation. The computation of the position of a line
from its parameters should basf. More importantlyfor the
purposes of calculating weviews, it should be easy to compute
the line parameters \gn the vieving transformation and a
pixel location.

Control over the set of linesThe space of all lines is infinite,
but only a finite subset of line space ieeneeded. Br exam-

ple, in the case of wéng an object we need only lines inter
secting the carex hull of the object. Thus, there should be an
intuitive mnnection between the actual lines in 3-space and line
parameters.

Uniform sampling. Given equally spaced samples in line
parameter space, the pattern of lines in 3-space should also be
uniform. Inthis sense, a uniform sampling pattern is one where
the number of linesn intenals between samples is constant
evaywhere. Notehat the correct measure for number of lines

is related to the formattor lernel [Sbert93].

The solution we propose is to parameterize lines by their
intersections with te planes in arbitrary position (see figure 1).
By convention, the coordinate system on the first planeujs)(
and on the second plane st). An oriented line is defined by
connecting a point on the uv plane to a point on the st pleme.
practice we restriat,, v, s, andt to lie between 0 and 1, and thus
points on each plane are restricted to lie within aeoiuadrilat-
eral. We all this representation light slah Intuitively, a light
slab represents the beam of light entering one quadrilateral and
exiting another quadrilateral.

A nice feature of this representation is that one of the
planes may be placed at infinityhis is cowenient since then
lines may be parameterized by a point and a direcfidre latter
will prove wseful for constructing light fields either from ortho-

graphic images or images with adfikfield of viev. Furthermore,

if all calculations are performed using homogeneous coordinates,
the two cases may be handled at no additional cost.

L

Figure 1 The light slab representation.
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Figure 2 Definition of the line space we use to visualize sets of light rays.

Each oriented line in Cartesian space (at left) is represented in line space

(at right) by a point.To damplify the visualizations, we skoonly lines in
2D; the etension to 3D is straightforavd.
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Figure 3 Using line space to visualize rayverage. (a)shavs a single
light slab Light rays (dravn in gray) connect points on dwdefining lines
(drawn in red and green)c) shavs an arrangement of four rotated copies
of (a). (b) and (d) shw the corresponding line space visualizatiofer
ary set of lines in Cartesian space, the@ope formed by the correspond-
ing points in line space indicates ouvemge of position and direction;
ideally the cwerage should be complete énand as wide as possiblern
As these figures shg the single slab in (a) does not pide full coverage

in 6, but the fourslab arrangement in (c) doe&) is, havever, narrow in

r. Such an arrangement is suitable for ardrlooking vievs of a small
object placed at the origint was used to generate the lion light field in
figure 14d.

A big adwantage of this representation is thécefngy of
geometric calculations. Mapping from, ¢) to points on the plane
is a projectre map and imolves only linear algebra (multiplying
by a 3x3 matrix). More importantly as will be discussed in sec-
tion 5, the imerse mapping from an image pix(x,y) to
(u,v,s,t) is dso a projectie map. Methodsusing spherical or
cylindrical coordinates require substantially more computation.

()

Figure 4 Using line space to visualize sampling uniformifg) shevs a

light slab defined by twlines at right angles(c) shavs a light slab where

one defining line is at infinity This arrangement generates rays passing
through the other defining line with an angle betweefi a4fel +45. (b)

and (d) sha the corresponding line space visualizatio®sir use of I, 8)

to parameterize line space has the property that equal areas in line space
correspond to equally dense sampling of position and orientation in Carte-
sian space; ideally the density of points in line space should be uniform.
As these figures shg the singularity at the corner in (a) leads to a highly
nonuniform and therefore irfefient sampling pattern, indicated by dark
areas in (b) at angles of 0 and/2. (c)generates a more uniform set of
lines. Although(c) does not pnade full coverage of g, four rotated
copies do.Such an arrangement is suitable for arviooking vievs by

an obsergr standing near the origirit was used to generate the haly

light field in figure 14c.

Marny properties of light fields are easier to understand in
line space (figures 2 through 4n line space, each oriented line
is represented by a point and each set of lines bgianrelnpar
ticular, the set of lines represented by a light slab and the set of
lines intersecting the cwex tull of an object are both géons in
line space.All views of an object could be generated from one
light slab if its set of lines include all lines intersecting thevesn
hull of the object.Unfortunately this is not possible Therefore,
it takes multiple light slabs to represent all possiblevsi®f an
object. W therefore tile line space with a collection of light
slabs, as shen in figure 3.

An important issue related to the parameterization is the
sampling patternAssuming that all vies are equally ligly to be
generated, then grine is equally likely to be neededThus all
regions of line space should Ve an equal density of samples.
Figure 4 shars the density of samples in line space fofedént
arrangements of slabdNote that no slab arrangement is perfect:
arrangements with a singularity such as elygons joined at a
corner (4a) are bad and should beided, whereas slabs formed



from parallel planes (3a) generasérliy uniform patterns.in addi-

tion, arrangements where one plane is at infinity (4c) are better
than those with te finite planes (3a)Finally, because of symme-

try the spacing of samples in uv should in general be the same as Field of view
st. Havever, if the obserer is likely to stand near the uv plane,

then it may be acceptable to sample uv less frequently than st. Focal plane

(st)

3. Creation of light fields

In this section we discuss the creation of both virtual light
fields (from rendered images) and real light fields (from digitized
images). Onenethod to create a light fieldowld be to choose a

4D sampling pattern, and for each line sample, find the radiance. Cam?&?,)plamv v v v

This is easily done directly for virtual @wronments by a ray

tracer This could also be done in a reaviganment with a spot Figure 5 The vieving geometry used to create a light slab from an
radiometerbut it would be ‘ery tedious. A more practicalay to array of perspeate images.

generate light fields is to assemble a collection of images.

location on the uv planeThe only issue is that the xy samples of
3.1. From rendered images each image must corresporxhetly with the st samplesThis is
easily done by performing a sheared perspegtiojection (figure
5) similar to that used to generate a stereo pair of imdggsre
6 shows the resulting 4D light field, which can be visualized either
as a uv array of stimages or as an st array of uv images.

For a virtual ervironment, a light slab is easily generated
simply by rendering a 2D array of imagdSach image represents
a dice of the 4D light slab at a f&d uv \alue and is formed by
placing the center of projection of the virtual camera at the sample
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Figure 6 Two visualizations of a light field(a) Each image in the array represents the raydragrat one point on the uv plane from all points on the st
plane, as shen at left. (b) Each image represents the raysilegone point on the st plane bound for all points on the uv plahe.images in (a) arefef

axis (i.e. sheared) perspeetiviews of the scene, while the images in (b) lool li&flectance mapsThe latter occurs because the object has been placed
astride the focal plane, making sets of raysiteppoints on the focal plane similar in character to sets of rayimgepoints on the object.



Two other viaving geometries are usefuh light slab may
be formed from a 2D array of orthographicwge Thiscan be
modeled by placing the uv plane at infingg shown in figure 4c.

In this case, each uv sample corresponds to the direction of a par

allel projection. Again, the only issue is to align the xy and st
samples of the image with the st quadrilatefBihe other useful
geometry consists of a 2D array of oata looking (non-sheared)
perspectie views with fixed field of viev. In this case, each
image is a slice of the light slab with the st plane at infirliye

fact that all these cases are equally easy to handle with light slabs

attests to the efance of projectie geometry Light fields using

each arrangement are presented in section 6 and illustrated in fig-

ure 14.
As with ary sampling process, sampling a light field may

lead to aliasing since typical light fields contain high frequencies.

Fortunately the efects of aliasing may be alliated by filtering
before sampling.In the case of a light field, a 4D filter in the
space of lines must be empéal (see figure 7)Assuming a box
filter, a weighted a@erage of the radiances on all lines connecting
sample squares in the uv and st planes must be compétad.

camera is placed on the uv plane and focussed on the st plane,

then the filtering process corresponds tograéng both wer a

pixel corresponding to an st sample, and an aperture equal in size

to a uv sample, as sha in figure 8. The theory behind this filter
ing process has been discussed in the gboféholographic stere-
ograms by Halle [Halle94].

Note that although prefiltering has the desireféoefof
antialiasing the light field, it has what at first seems &k unde-
sirable side dééct — introducing blurriness due to depth of field.
However, this blurriness is precisely correct for the situation.
Recall what happens when creating a pair of images froon tw
adjacent camera locations on the uv plane:vangobject point
will project to diferent locations, potentially geral pixels apart,
in these tw images. Thedistance between the dwprojected
locations is called the stereo dispariBxtending this idea to mul-

tiple camera locations produces a sequence of images in which th

object appears to jump by a distance equal to the dispdiitig
jumping is aliasing.Recall nav that taking an image with a finite

aperture causes points out of focus to be blurred on the film plan

by a circle of confusionSetting the diameter of the aperture to

the spacing between camera locations causes the circle of confu
sion for each object point to be equal in size to its stereo disparity
This replaces the jumping with a sequence of blurred images.

Thus, we are renving aliasing by empling finite depth of field.

st

|
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Ray filte
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/

Pixel filter ~+ Aperture filter =

Figure 7. Prefiltering a light field. To avoid aliasing, a 4D v
pass filter must be applied to the radiance function.
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Figure 8 Prefiltering using an apertur@his figure shas a cam-

era focused on the st plane with an aperture on the uv plane whose
size is equal to the uv sample spaciAghypothetical film plane is
drawn behind the aperturdgnore the aperture for a moment (con-
sider a pinhole camera that precisely images the st plane onto the
film plane). Then intgrating oer a pxel on the film plane is
equivaent to intgrating aver an ¢ regon bounded by the pét

Now consider fixing a point on the film plane while using a finite
sized aperture (recall that all rays from a point on the film through
the aperture are focussed on a single point on the focal plane).
Then intgrating oer the aperture corresponds to pnating all

rays through the uv gion bounded by the apertur&herefore, by
simultaneously ingrating ower both the piel and the aperture, the
proper 4D intgral is computed.

The necessity for prefiltering can also be understood in line
space. Recafrom our earlier discussion that samples of the light
field correspond to points in line spaddaving a finite depth of

field with an aperture equal in size to the uv sample spacing

insures that each sample adequatelyersothe interal between
these line space point§oo small or too lage an aperture yields
gaps or werlaps in line space eerage, resulting in vigs that are
either aliased oneessiely blurry, respectiely.

3.2. From digitized images

Digitizing the imagery required toulid a light field of a
physical scene is a formidable engineering probl@fhe number
of images required is lge (hundreds or thousands), so the process
must be automated or at least compatsmisted. Morear, the
lighting must be controlled to insure a static light field, yedlile
enough to properly illuminate the scene, all the while staying clear
of the camera tovaid unwanted shadws. Finally real optical
systems impose constraints on angle ofvyfecal distance, depth
of field, and aperture, all of which must be manag8&inilar
issues hee been fced in the construction of dees for perform-
ing neasfield photometric measurements of luminaires [Ash-
down93]. Inthe folloving paragraphs, we enumerate the major
design decisions weafed in this endear and the solutions we
adopted.

Inward versus outward looking The first decision to be made
was between a flyaround of a small object and a flythrough of a
large-scale scenéWe judged flyarounds to be the simpler case,
S0 we attaokd them first.



Figure 9 Our prototype cameraagtry A modified Cybenare
MS motion platform with additional stepping motors from Lin-
Tech and Rrker provide four dgrees of freedom: horizontal
and \ertical translation, pan, and tilhe camera is agasonic
WV-F300 3-CCD video camera with a Canon /1.7 10-120mm
zoom lens.We keep it locled of at its widest setting (10mm)
and mounted so that the pitch andvyaxes pass through the
center of projectionWhile digitizing, the camera isefpt point-
ed at the center of the focal plan@alibrations and alignments
are \erified with the aid of a&ro digitizing arm, which is accu-
rate to 0.3 mm.

Human versus computercontrolled. An inexpensve
approach to digitizing light fields is to m® a tandheld camera
through the scene, populating the field from the resulting
images [Gortler96]. This approach necessitates estimating
camera pose at each frame and interpolating the light field from
scattered data - twchallenging problemsTo dmplify the situ-
ation, we chose instead taild a computecontrolled camera
gantry and to digitize images on agrdar grid.

Spherical versus planar camera motion.For flyarounds of
small objects, an ofious gantry design consists of twconcen-

tric hemigycles, similar to a gyroscope mountingihe camera

in such a gntry mares dong a spherical suate, alvays point-

ing at the center of the spherépple Computer has con-
structed such aagtry to acquire imagery for Quickisiie VR
flyarounds [Chen95].Unfortunately the lighting in their sys-
tem is attached to the wiag camera, so it is unsuitable for
acquiring static light fieldsIn general, a sphericalgtry has
three adantages wer a danar @ntry: () it is easier to wer

the entire range of weng directions, (b) the sampling rate in
direction space is more uniform, and (c) the distance between
the camera and the object isefik providing sharper focus
throughout the range of camera motiof.planar @ntry has

two advantages er a gherical gntry: (a) it is easier touid;

the entire structure can be assembled from linear motion stages,
and (b) it is closer to our light slab representatibor. our first
prototype @ntry, we chose to hild a planar gntry, as shown in
figure 9.

Field of view Our goal vas to liild a light field that alleved
360 dgrees of azimuthal vieing. To accomplish this using a
planar @gntry meant acquiring four slabs eachvuing 90

rotating hub

> lights

object platform

rotating tripod

Figure 10: Object and lighting supportObjects are mounted
on a Bogen fluid-head tripod, which we manually rotate to four
orientations spaced 90 gtees apart.lllumination is praided

by two 600W Lowell Omni spotlights attached to a ceiling-
mounted rotating hub that is aligned with the rotation axis of the
tripod. A stationary 6’ x 6’ difuser panel is hung between the
spotlights and theamtry, and the entire apparatus is enclosed in
black \elvet to eliminate stray light.

degrees. Thigan be achied with a camera that translatestb
does not pan or tilt by emplimg a wide-angle lensThis solu-

tion has tw disadwantages: (a) wide-angle lensesibit signif-

icant distortion, which must be corrected after acquisition, and
(b) this solution trades béngle of viev against sensor resolu-
tion. Anothersolution is to emplpa view camera in which the
sensor and optical system translate in parallel planes, the former
moving faster than the lattetHorizontal parallax holographic
stereograms are constructed using such a camera [Halle94].
Incorporating this solution into aagtry that mees both hori-
zontally and ertically is dificult. We instead chose to equip
our camera with pan and tilt motors, enabling us to use-a nar
row-angle lens.The use of a rotating camera means that, in
order to transfer the acquired image to the light slab representa-
tion, it must be reprojected to lie on a common plamkis
reprojection is equialent to keystone correction in architectural
photograph.

Standoff distance.A disadwantage of planaramtries is that the
distance from the camera to the object changes as the camera
translates across the plane, making fidift to keep the object

in focus. The viev camera described ab® des not suér

from this problem, because the ratio of object distance to image
distance stays constant as the camera translates rotating
camera, sex+controlled focusing is an optionytchanging the
focus of a camera shifts its center of projection and changes the
image magnification, complicating acquisitionle instead mit-
igate this problem by using strong lighting and a small aperture
to maximize depth of field.

Sensor iotation. Each sample in a light slab should ideally rep-
resent the ingral over a pxel, and these peéts should lie on a
common focal planeA view camera satisfies this constraint
because its sensor translates in a plaDer use of a rotating
camera means that the focal plane also rotadssuming that



we resample the images carefully during reprojection, the pres- Random accessMost compression techniques place some con-
ence of a rotated focal plane will introduce no additional error  straint on random access to dakor example, \ariable-bitrate
into the light field. In practice, we hae rot seen artdcts due to coders may require scanlines, tiles, or frames to be decoded at
this resampling process. once. Exampled this class areariable-bitrate gctor quanti-
zation and the Héihan or arithmetic coders used in JPEG or
MPEG. Predictie mding schemes further complicate random-
access because pis depend on pvously decoded pids,
scanlines, or framesThis poses a problem for light fields since
the set of samples referenced whatraeting an image from a
light field are dispersed in memongs the obserer moves, the
access patterns change in complays. W therefore seek a
compression technique that supports-mst random access to
individual samples.

Aperture sze.Each sample in a light slab should also represent
the inteyral over an gperture equal in size to a uv sampl@ur

use of a small aperture produces a light field with little or no uv
antialiasing. Een fully open, the apertures of commercial
video cameras are smallWe @n approximate the required
antialiasing by weraging together some number of adjacent
views, thereby creating aynthetic apertie. Howevae, this
technique requires &w dense spacing of viss, which in turn
requires rapid acquisitionVe co not currently do this.
Asymmetry. Applications of compression can be classified as
symmetric or asymmetric depending on the redafime spent
encoding ersus decoding.We asume that light fields are
assembled and compressed ahead of time, making this an asym-
metric application.

Object support. In order to acquire a 360-gkee light field in

four 90-dgree sgments using a planaagtry, either the @ntry

or the object must be rotated to each of four orientations spaced
90 degrees apartGiven the massieness of our gntry, the lat-

ter was clearly easierfFor these eperiments, we mounted our
objects on a tripod, which we manually rotate to the four posi- Computational expenseWe ®ek a compression scheme that
tions as shen in figure 10. can be decoded without hardie assistanceAlthough soft-
ware decoders va keen demonstrated for standarde WIREG
and MPEG, these implementations consume the fulepof a
modern microprocessotn addition to decompression, the dis-
play algorithm has additional okk to perform, as will be
described in section 5We therefore seek a compression
scheme that can be decoded quickly

Lighting . Given our decision to rotate the object, satisfying the
requirement for figd illumination means that either the lighting
must ehibit fourfold symmetry or it must rotate with the
object. W chose the latter solution, attaching a lighting system
to a rotating hub as sha in figure 10. Designing a lighting
system that stays clear of thengry, yet provides enough light

to evenly illuminate an object, is a challenging problem. The compression scheme we chosaswa tvo-stage
pipeline consisting of fixd-rate ector quantization folleed by
entrofy coding (Lempel-Z¥), as shwn in figure 11. Folowing
similar motivations, Beers et al. useestor quantization to com-
fpress tetures for use in rendering pipelines [Beers96].

Using this @ntry, our procedure for acquiring a light field
is as follavs. For each of the four orientations, the camera is
translated through a galar grid of camera positionsAt each
position, the camera is panned and tilted to point at the center o
the object, which lies along the axis of rotation of the tripdgk . .
then acquire an image, and, using standadite mapping algo- 4.1. \kector quantlzatlon
rithms, reproject it to lie on a common plane as described earlier The first stage of our compression pipelinedster quanti-
Table Il gives a ypical set of acquisition parameterilote that zation (VQ) [Gersho92], a lossy compression technique wherein a
the distance between camera positions (3.125 omgeels the  vector of samples is quantized to one of a number of predeter
diameter of the aperture (1.25 mm), underscoring the need formined reproduction actors. Areproduction ector is called a

denser spacing and a synthetic aperture. codevord, and the set of coderds available to encode a source
. is called the codebook, Codebooks are constructed during a train-
4, Compressmn ing phase in which the quantizer is edkto find a set of code-

words that best approximates a set of samplgtors, called the

Light field arrays are lge — the lagest @ample in this
o 1 il 2 X pe ] ! training set. The quality of a codeord is typically characterized

paper is 1.6 GB.To make aeation, transmission, and display of
light fields practical, themust be compressedn choosing from
among man available compression techniques, we were guided

by several unique characteristics of light fields: codebook— LZ

(0.8 MB)
Data redundancy A good compression technique reves . ST .
redundang from a signal without &cting its content.Light “glgtzf'ifé? Ve k()git[weg‘)m
fields ehibit redundang in dl four dimensions.For example, \
the smooth rgions in figure 6a tell us that this light field con- indices—— LZ
tains redundancin sand t, and the smoothgiens in figure 6b (16.7 MB)

tell us that the light field contains redundgic u and v The
former corresponds to our usual notion of inteepicoherence

in a perspecte view. The latter can be interpreted either as the
interframe coherence one&pects in a motion sequence or as
the smoothness ona&peects in the bidirectional reflectance dis-
tribution function (BRDF) for a difise or moderately specular
surface. Occlusionsmtroduce discontinuities in both cases, of
course.

Figure 11 Two-stage compression pipelin&he light field is parti-
tioned into tiles, which are encoded usingctor quantization to
form an array of codebook indice$he codebook and the array of
indices are further compressed using Lempelediding. Decom-
pression also occurs in twgages: entrop decoding as the file is
loaded into memorand dequantization on demand during interac-
tive iewing. Typical file sizes are sk beside each stage.



using mean-squared error (MSE), i.e. the swer dl samples in
the \ector of the squared €#rence between the source sample
and the codeord sample.Once a codebook has been constructed,
encoding consists of partitioning the source irgotors and find-
ing for each ector the closest approximating ceaed from the
codebook. Decodingonsists of looking up indices in the code-
book and outputting the coderds found there — aery fast
operation. Indeeddecoding speed is one of the primary auv
tages of ector quantization.

In our application, we typically use 2D or 4D tiles of the
light field, yielding 12-dimensional or 48-dimensionactors,
respectrely. The former taks adantage of coherence in s and t
only, while the latter taks adantage of coherence in all four
dimensions. @ maximize image qualifywe train on a representa-

addressed. Eadfie corresponds to one quantizaticgctor and is
thus represented in the indarray by a single entryLooking this
index up in the codebook, we find aeutor of sample alues. A
second subscripting calculation is then performedngius the
offset of the requested sample within theetor With the aid of
precomputed subscripting tables, dequantization can be imple-
mented ery eficiently. In our tests, decompression consumes
about 25% of the CPUycles.

5. Display

The final part of the system is a real timewae that con-
structs and displays an image from the light slalergthe imag-
ing geometry The viever must resample a 2D slice of lines from
the 4D light field; each line represents a ray through yeepeint

tive subset of each light field to be compressed, then transmit theand a piel center as shn in figure 12. There are tw seps to

resulting codebook along with the ceded index array. Since
light fields are lage, &en ater compression, the additionalen-

this process: step 1 consists of computing thev,6,t) line
parameters for each image ragd step 2 consists of resampling

head of transmitting a codebook is small, typically less than 20%. the radiance at those line parameters.

We ftrain on a subset rather than the entire light field to reduce the

expense of training.

The output of ector quantization is a sequence okfix
rate codebook indicesEach ind& is log N bits whereN is the

As mentioned prgously, a big adwantage of the light slab
representation is the figiengy of the irverse calculation of the
line parametersConceptually they, v) and (s,t) parameters may
be calculated by determining the point of intersection of an image

number of codsords in the codebook, so the compression rate of ray with each planeThus, ay ray tracer could easily be adapted

the quantizer isk]) / (log N) wherek is the number of elements
per \ector (i.e. the dimension), ahds the number of bits per ele-
ment, usually 8.In our application, we typically use 16384

to use light slabsHowever, a plygonal rendering system also
may be used to wea light slab The transformation from image
coordinates X, y) to both the (1,v) and the §,t) coordinates is a

codebooks, leading to a compression rate for this stage of theprojectve map. Thereforegomputing the line coordinates can be

pipeline of (48 x 8) / (log 16384) = 384 bits / 14 bits = 27Th.
simplify decoding, we represent each ixdsing an intgral num-

done using teure mapping.The uv quadrilateral is dnan using
the current vieing transformation, and during scan eension

ber of bytes, 2 in our case, which reduces our compressionthe (w,vw, w) coordinates at the corners of the quadrilateral are

slightly, to 24:1.

4.2. Entropy coding

The second stage of our compression pipeline is an gntrop

interpolated. Theesultingu = uw/w andv = vw/w coordinates at
each piel represent the ray intersection with the uv quadrilateral.
A similar procedure can be used to generate $hi ¢oordinates
by draving the st quadrilateralThus, the imerse transformation

coder designed to decrease the cost of representing highfrom (x,y) 10 (u,v, s, 1) reduces essentially to oatexture coordi-

probability code indicesSince our objects are typically rendered
or photographed ajnst a constant-color background, the array
contains may tiles that occur with high probabilityFor the
examples in this papewe anployed gzip, an implementation of
Lempel-Zv coding [Ziv77]. Inthis algorithm, the input stream is
partitioned into noneerlapping blocks while constructing a dic-
tionary of blocks seen thuarf Applying gzip to our array of code
indices typically gies us an additional 5:1 compressiorHuffman
coding would probably yield slightly higher compressionyt b
encoding and decodingowld be more xpensve. Our total com-
pression is therefore 24 x 5 = 120:%ee section 6 and table Ill
for more detail on our compression results.

4.3. Decompession
Decompression occurs in emgages. Thefirst stage —

gzip decoding — is performed as the file is loaded into memory
The output of this stage is a codebook and an array of code

indices packd in 16-bit vords. Althoughsome diciency has

been lost by this decoding, the light field is still compressed 24:1,

and it is nav represented in aay that supports random access.

The second stage — dequantization — proceeds aw/follo
As the obsemr moves through the scene, the display engine
requests samples of the light fieliEach request consists of a
(u, v, s,t) coordinate tuple.For each request, a subscripting calcu-
lation is performed to determine which sample tile is being

nate calculations per rayThis is cheap and can be done in real
time, and is supported in marendering systems, both harake
and softvare.

Only lines with (,v) and (s,t) coordinates inside both
quadrilaterals are represented in the light.sldos, if the teture
coordinates for each plane are computed bwidigaeach quadri-
laterial one after the othethen only those pids that hae loth
valid uv and st coordinates should be ledkup in the light slab
array Alternatively, the two quadrilaterals may be simultaneously
scan cowerted in their rgion of overlap to cut dan on unneces-
sary calculations; this is the technique that we use in our a@ftw
implementation.

~h
T

u S

Figure 12: The process of resampling a light slab during
display



antialiasing. Théight field configuration \&s a single slab similar
to that shan in figure 3a.

Our second light field is a human abdomen constructed
from wolume renderings.The two tan-colored agans on either
side of the spine are the kigrse Inthis case, the input images
were orthographic vies, so we emplged a slab with one plane at
infinity as shavn in figure 4c. Because an orthographic image
contains rays of constant direction, we generated more input
images than in the firsxample in order to prade the angular
range needed for creating perspectiews. Theimages include
pixel antialiasing bt no aperture antialiasindgdowever, the dense
spacing of input images reduces aperture aliasingaetgifto a
minimum.

(a) (b)

Figure 13: The efects of interpolation during slicexgaction. (a)
No interpolation. (b) Linear interpolation in uv only(c) Quadra-
linear interpolation in uvst.

Our third ekample is an outard-looking light field depict-
To draw an image of a collection of light slabs, we wra  ing a halway in Berkeley’s Soda Hall, rendered using a radiosity
them sequentially If the sets of lines in the collection of light ~Program. ® dlow a full range of obserr motion while optimiz-
slabs do not werlap, then each pét is dravn only once and so  ing sampling uniformitywe used four slabs with one plane at
this is quite dfcient. To further increase fitiency, "back-aicing” infinity, a four-slab ersion of figure 4c.The input images were
light slabs may be culled. rendered on an SGI RealityEngine, using the accumulatifiarb

. . . to provide both pixel and aperture antialiasing.
The second step volves resampling the radianc&he P P P g

ideal resampling process first reconstructs the function from the Our last @ample is a light field constructed from digitized

original samples, and then applies a bandpass filter to the reconimages. Thescene is of a folion, and the light field consists of

structed function to renve Hgh frequencies that may cause alias- four slabs as sk in figure 3c, allwing the obserer to walk

ing. In our system, we approximate the resampling process bycompletely around the objecThe sensor and optical system pro-

simply interpolating the 4D function from the nearest samples. Vide piel antialiasing, bt the aperture diametera too small to

This is correct only if the me sampling rate is greater than the Provide correct aperture antialiasing\s a result, the light field

original sampling rate, which is usually the case when displaying €Xhibits some aliasing, which appears as double imagesse

light fields. Havever, if the image of the light field isevy smalll, artifacts are wrst near the head and tail of the lion because of

then some form of prefiltering should be applidhis could eas- their greater distance from the axis around which the camera

ily be done with a 4D ariation of the standard mipmapping algo- rotated.

rithm [Williams83]. Table | summarizes the statistics of each light fieTdble
Figure 13 shass the eflect of nearest neighboexsus bilin- Il gives alditional information on the lion datasefable Il gives

ear interpolation on the uv planersus quadrilinear interpolation ~ the performance of our compression pipeline oa tepresenta-

of the full 4D function. Quadralinear interpolation coupled with tive catasets. Thbuddha vas compressed using a 2D tiling of the

the proper prefiltering generates images witl fiasing arti-

facts. Theimprovement is particularly dramatic when the object

. - : A Camera motion
or camera is mong. However, quadralinear filtering is more .
) - . . translation per slab 100 cm x 50 cm
expensve and can sometimes bevaided. For example, if the . N
: . . pan and tilt per slab 90° x 45
sampling rates in the uv and st planes arkerdint, and then the
benefits of filtering one plane may be greater than the other plane number of slaps 4 dabs 90 apart
’ total pan and tilt 360 x 45°
Sampling density
6. Results distance to object 50 cm
Figure 14 shas images *racted from four light fields. camera pan per sample 3.6
The first is a bddha constructed from rendered imagd@he camera translation per sample 3.125cm
model is an irrgular polygon mesh constructed from range data. Aperture
The input images were generated using RenderMan, which also focal distance of lens 10mm
provided the machinery for computing pix and aperture F-number /8
aperture diameter 1.25 mm
i i Acquisition time
buddha | kidney | hallway lion time per image 3 econds
Number of slabs 1 1 4 4 total acquisition time 4 hours
Images per slab 16x16 | 64x64| 64x32| 32x16
Total images 256 4096 8192 2048 Table II: Acquisition parameters for the lion light fiel@istance
Pixels per image 256 128 256 256 to object and camera pan per sample arengit the center of the
Raw size (MB) 50 201 1608 402 plane of camera motionTotal acquisition time includes longer
Prefiltering uvst| stonly uvst | stonly gantry movements at the end of eachw@nd manual setup time
for each of the four orientationg.he aperture diameter is the focal
Table I: Statistics of the light fields shm in figure 14. length dvided by the F-number



buddha lion Display times (ms) no bilerp | uvlerp | uvstlerp
Vector quantization coordinate calculation 13 13 13
raw size (MB) 50.3 402.7 sample gtraction 14 59 214
fraction in training set 5% 3% overhead 3 3 3
samples per tile 2X2x1x1 | 2x2x2x2 total 30 75 230
bytes per sample 3 3
vector dimension 12 48 Table IV: Display performance for the lion light fieldisplayed
number of codeords 8192 16384 images are 192 x 192 @is. Sampleextraction includes VQ de-
codebook size (MB) 0.1 0.8 coding and sample interpolatioRisplay oserhead includes read-
bytes per codeord index 2 2 ing the mouse, computing the obsarposition, and copng the
index array size (MB) 8.4 16.8 image to the frameuffer. Timings are for a softare-only imple-
total size (MB) 8.5 17.6 mentation on a 250 MHz MIPS 4400 processor
compression rate 6:1 23:1
Entropy coding
gzipped codebook (MB) 0.1 0.6
gzipped inde array (MB) 1.0 2.8 There are three major limitation of our methdsrst, the
total size (MB) 11 3.4 sampling density must be high teoid excessie Hurriness. This
compression due to gzip 8:1 5:1 requires rendering or acquiring agdarnumber of images, which
total compression 45:1 118:1 may tale a bng time and consume a lot of memotyowevae,
Compression perbrmance denser sample spacing leads to greater-s&mple coherence, so
training time 15 mins 4hrs the size of the light field is usually manageable after compression.
encoding time 1 mins 8mins Second, the obsesv is restricted to rgons of space free of
original entrop (bits/pixel) 4.2 2.9 occluders. Thidimitation can be addressed by stitching together
image quality (PSNR) 36 27 multiple light fields based on a partition of the scene geometry

into corvex regons. If we augment light fields to include Z-
depth, the rgions need notven be corvex. Third, the illumina-
tion must be fied. If we ignore interreflections, this limitation
can be addressed by augmenting light fields to includecurf
normals and optical propertiesto handle interreflections, we
forming 48-dimensional ectors. Bytesper codevord index in- might try representing illumination as a superposition of basis
clude padding as described in sectiorPgak signal-to-noise ratio functions [Nimerof94]. This would correspond in our case to
(PSNR) is computed as Idl); o(255"/MSE). computing a sum of light fields each lit with afelient illumina-
tion function.

Table Ill: Compression statistics for owight fields. The tuddha
was compressed using 2D tiles of RGB elg, forming 12-dimen-
sional \ectors, and the lion @ compressed using 4D tiles (2D
tiles of RGB pixls from each of 2 x 2 adjacent camera positions),

It is useful to compare this approach with depth-based or
correspondence-based wiénterpolation. Inthese systems, a 3D
model is created to impve quality of the interpolation and hence
decrease the number of pre-acquired imagesour approach, a
much lager number of images is acquired, and at first this seems
like a dsadwantage. Hwever, because of the 3D structure of the
light field, simple compression schemes are able to find and
exploit this same 3D structurdn our case, simple 4D block cod-
ing leads to compression rates gé0100:1. Gien the success of
the compression, a high density compressed light field has an
Finally, table IV summarizes the performance of our inter advantage wer other approaches because the resampling process

active viewer operating on the lion light fieldAs the table shas, is simpler and no eplicit 3D structure must be found or stored.
we achige interactve dayback rates for reasonable image sizes.

Note that the size of the light field has nteef on playback rate;
only the image size matterdlemory size is not an issue because
the compressed fields are small.

light field, yielding a total compression rate of 45The lion was
compressed using a 4D tiling, yielding a higher compression rate
of 118:1. During interactie viewing, the compressedutddha is
indistinguishable from the original; the compressed lighiksts
some artiécts, it only at high magnificationsRepresentate
images are shen in figure 15.We havealso &perimented with
higher rates.As a general rule, the adifts become objectionable
only abave 200:1.

There are manrepresentations for light used in computer
graphics and computer vision, foxample, images, shadoand
ervironment maps, light sources, radiosity and radiance basis
functions, and ray tracing procedureswéeer, abstract light rep-

- - resentations ha rot been systematically studied in the sanag w
7. Discussiorand future work as modeling and display primigs. A fruitful line of future

We tave described a ne light field representation, the research wuld be to reeamine these representations from first
light slab, for storing all the radiancalues in free spaceBoth principles. Suchieexaminations may in turn lead towenethods
inserting images into the field angteacting nev views from the for the central problems in these fields.
field involve resampling, a simple and nadt procedure.The
resulting system is easily implemented oarkstations and per
sonal computers, requiring modest amounts of memory and
cycles. Thus, this technique is useful for papplications requir
ing interaction with 3D scenes.

Another area of future research is the design of instrumen-
tation for acquisition.A large parallel array of cameras connected
to a parallel computer could beiilth to acquire and compress a
light field in real time.In the short term, there are nyamterest-
ing engineering issues in designing amilding gantries to mae
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a gnall number of cameras and lights to sequentially acquire both

inward- and outard-looking light fields.This same instrumenta-

tion could lead to breakthroughs in both 3D shape acquisition and

reflection measurementsn fact, the interaction of light with gn
object can be represented as a higlerensional interaction

matrix; acquiring, compressing, and manipulating such represen-

tations are a fruitful area forvestigation.
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