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Abstract

In this paper a new technique is introduced for auto-
matically building recognisable moving 3D models of in-
dividual people. Realistic modelling of people is essential
for advanced multimedia, augmented reality and immersive
virtual reality. Current systems for whole-body model cap-
ture are based on active 3D sensing to measure the shape of
the body surface. Such systems are prohibitively expensive
and do not enable capture of high-quality photo-realistic
colour. This results in geometrically accurate but unreal-
istic human models. The goal of this research is to achieve
automatic low-cost modelling of people suitable for person-
alised avatars to populate virtual worlds.

A model-based approach is presented for automatic re-
construction of recognisable avatars from a set of low-
cost colour images of a person taken from four orthogo-
nal views. A generic 3D human model represents both the
human shape and kinematic joint structure. The shape of
a specific person is captured by mapping 2D silhouette in-
formation from the orthogonal view colour images onto the
generic 3D model. Colour texture mapping is achieved by
projecting the set of images onto the deformed 3D model.
This results in the capture of a recognisable 3D facsimile of
an individual person suitable for articulated movement in a
virtual world. The system is low-cost, requires single-shot
capture, is reliable for large variations in shape and size
and can cope with clothing of moderate complexity.

Keywords: Avatar, Virtual Human, Whole-body Mod-
elling, Humanoid Animation, Virtual Reality, VRML, Vi-
sion Techniques, 3D Reconstruction
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1. Introduction

There is increasing demand for a low-cost system to cap-
ture both human shape and appearance. Potential applica-
tions for such a system include population of virtual envi-
ronments, communication, multi-media games and cloth-
ing. This paper presents a technique for capturing recog-
nisable models of individual people for use in VR applica-
tions. For instance each participant in a multi-user virtual
environment could be represented to others as an ‘avatar’
which is a realistic facsimile of the persons shape, size and
appearance. The key requirements for building models of
individuals for use in virtual worlds are:

� Realistic appearance
� Animatable movements
� Low-cost (automatic) acquisition

These requirements contrast with previous objectives
of whole-body measurement systems which were princi-
pally designed to obtain accurate metric information of hu-
man shape. Such systems typically capture low-resolution
colour and have restrictions on surface properties which re-
sult in no measurements for areas of dark colours and hair.
Current whole-body measurement systems are highly ex-
pensive and require expert knowledge to interpret the data
and build animated models [13]. These systems are suitable
for capturing measurements of individual people for cloth-
ing applications but are not capable of capturing recognis-
able models for VR or photo-realistic models for computer
animation. Recent research has addressed reconstructing re-
alistic animated face models [1, 3, 10, 14] and whole-body
models of kinematic structure [4, 6] from captured images.
The objective of this research is to extend this work to ad-
dress the reconstruction of whole-body models of shape and
appearance from captured images.

In this paper we introduce a technique for automatically



building models of individual people from a set of four or-
thogonal view images using standard camera technology.
The reconstruction from multiple orthogonal view images
is analogous to previous work on facial modelling [1, 2, 10].
A major feature of our approach is that we can reconstruct
recognisable colour models of people who are fully clothed.
The aim is to capture accurate appearance together with ap-
proximate shape information and not to accurately measure
the underlying body dimensions. This work generates mod-
els in the VRML-2 Humanoid Animations [15] standard
which can be viewed in any VRML-2 compliant browser.
It is envisaged that the commercial availability of low-cost
whole-body capture will open up a mass market for person-
alised plug-ins to multimedia and games packages.

There is a considerable body of literature addressing the
goal of realistic modelling of the head and face of individual
people. Techniques have been presented [1, 9, 10, 2, 14, 16]
which use captured 2D images to modify the shape of a
3D generic face model to approximate a particular indi-
vidual. Photogrammetric techniques are used to estimate
the 3D displacement of points on the surface of a generic
model from multiple camera images. Texture mapping of
the captured images is then used to achieve a recognis-
able 3D face model. Reconstruction of animated face mod-
els from dense 3D surface measurements has been demon-
strated [3, 11, 17]. Face modelling techniques using multi-
ple images are similar to the approach presented in this pa-
per for whole-body modelling. A difference in our approach
is the use of silhouette data to register the images with a
generic model and estimate the 3D shape. Techniques for
facial modelling [2, 10, 14] could be used in conjunction
with whole-body reconstruction to achieve improved facial
modelling. However, current image based techniques for
face modelling require a full resolution image to enable au-
tomatic feature labelling. In addition, current face mod-
elling techniques may fail to reliably reconstruct face shape
automatically for large variations in shape and appearance
due to hair, glasses and beards.

Recent research has addressed the image based recon-
struction of whole-body shape and appearance from sets of
images [4, 5, 6, 7, 12]. Reconstruction of coarse 3D shape
and appearance of a moving person from multi-view video
sequences has been demonstrated [7, 12]. Modelling of hu-
man shape and kinematic structure has been addressed for
captured images sequences [4, 6]. Unlike previous whole-
body modelling techniques the approach presented in this
paper aims to reconstruct a recognisable model of a persons
shape and appearance. The captured silhouette images of a
person in a single pose are used to modify the shape of a
generic humanoid model to obtain an estimate of the kine-
matic structure. Techniques for estimating kinematic struc-
ture [4, 6] could be combined with the current approach to
accurately estimate joint positions using images of a per-

son in multiple poses. This would significantly improve the
accuracy of the reconstructed kinematic structure for large
variations in shape, size and clothing.

2. Overview

An overview of the model-based 3D human shape recon-
struction algorithm is illustrated in Figure 1. A generic 3D
humanoid model is used as the basis for reconstruction as
shown in Figure 1(a). Four synthetic images are generated
for orthogonal views (front,left,right, back) of the model by
projection of the generic model as illustrated in Figure 1(b).
To reconstruct a model of a person four orthogonal view
images are captured with the subject in approximately the
same posture as the generic model. This is illustrated in
Figure 1(c). We will refer to captured images of a particular
person as the ‘data images’ and to images of the generic 3D
model as the ‘model images’.

Silhouette extraction is performed on the model and data
images and a small set of key feature points are extracted
as illustrated in Figure 1(d) and (e). Initial alignment of the
feature points between the model and data ensures that sep-
arate functional body parts of the generic model (arms, legs
and head) are correctly mapped to corresponding parts of
the captured image silhouettes. Correct correspondence of
body parts is required to achieve correct animation of the
reconstructed 3D model of a particular person. A 2D-to-2D
linear affine mapping between the model and data image sil-
houettes is introduced to establish a dense correspondence
for any point inside the silhouette. This correspondence can
be used to map the colour information from the data image
onto the model image as illustrated in Figure 1 (f).

The dense 2D-to-2D mapping for a single image is used
to define the shape deformation of the 3D model in a plane
orthogonal to the view direction. Applying this deforma-
tion to the 3D generic model achieves a 2D-to-3D linear
mapping of the image silhouette shape onto the shape of
the 3D model. This model-based 2D-to-3D mapping is the
core of the technique for reconstruction of 3D human mod-
els. Integrating shape deformation information from two
or more orthogonal views gives three orthogonal compo-
nents of shape deformation. Applying this deformation to
the generic model we can approximate the shape of a partic-
ular individual as illustrated in Figure 1(g). Combining the
3D shape with the 2D-to-2D mapping of the colour infor-
mation we can obtain a colour texture mapped 3D model
as illustrated in Figure 1(i). The resulting reconstructed
3D model provides a realistic representation of a particu-
lar individual. The articulated joint structure of the generic
functional model can then be used to generate movement
sequences for a particular individual in a virtual world as
illustrated in Figures 1(h) and (j).



(a) Generic model  (b) Model projection (c) Captured images

(d) Model silhouette (e) Captured image data silhouette

(f) Dence 2d  mapping of data image on model silhouette

(h) Animation of reconstructed 3D model

(i) Colour 3D model 

(g) 3D Model

(j) Animation of reconstructed 3D colour model

Figure 1. Overview of model reconstruction for an individual person



3. Model-based avatar reconstruction

3.1. Generic human model specification

Definition of a standard 3D humanoid model has re-
cently received considerable interest for both efficient cod-
ing [8] and animation in virtual worlds [15]. In this work
we have adopted the draft specification of the VRML Hu-
manoid Animation Working Group (H-Anim) which de-
fines a humanoid model structure which can be viewed us-
ing any VRML-2 compliant browser. A set of 3D humanoid
models based on the draft standard are publicly available
from the humanoid animation web site [15]. The generic
humanoid model used in this work is shown in Figure 2.
The H-Anim draft standard defines a hierarchical articu-
lated joint structure to represent the degrees-of-freedom of
a humanoid. The humanoid shape is modelled by attach-
ing either a 3D polygonal mesh segment to the joint for
each body part or a single polygonal mesh surface for the
whole-body. For example the articulated structure of an arm
can be represented by three joints shoulder-elbow-wrist and
the shape by segments attached to each joint upper-arm-
forearm-hand. The shape segments can be specified with
multiple levels-of-detail to achieve both efficient and real-
istic humanoid animation. Material properties and texture
maps can be attached to each body segment for rendering
the model.

The model-based reconstruction algorithm introduced in
this paper can use any reasonable generic humanoid body
as the initial model which is modified to approximate the
shape and texture of a particular person. The reconstruction
algorithm can also handle models with multiple levels-of-
detail for each body part. All reconstruction results pre-
sented in this paper are based on a publicly available hu-
manoid model which is compliant with the draft standard
and gives a reasonable compromise between representation
quality and animation efficiency. The joint structure for the
generic humanoid model consists of fifteen joints as illus-
trated in Figure 2(a). The model shape consists of fifteen
body segments with a total of 10K mesh vertices and 20K
triangular polygons. The rendered surface model is shown
in Figure 2(b). The VRML-2 specification allows move-
ment animations based on interpolation of joint angles to be
specified independent of the humanoid geometry.

The following nomenclature is used in later sections to
refer to the polygonal model and associated texture map.
Throughout this work the notation

����������
	��
�� refers
to a 3D vector such as a mesh vertex. For each body
part the polygonal mesh is specified as a list of ��� 3D
vertices, � ��������������
	������������ "!�$#&% , and a list of �(' polygons,
�*)�+ �,� �� � � ���-.� ���/.��  "0�$#&% . An image or texture map 2D coor-
dinate is defined as

�12�3��1"�
�� where 1 is the vertical coor-
dinate and � is the horizontal coordinate with 1&���5476 89�;:=<

(a)Joints (b)Surface

Figure 2. Generic VRML H-Anim humanoid

and the origin at the top left-hand corner of the image.
Texture mapping of an image onto a polygonal mesh is
specified by a 2D texture coordinate for each mesh vertex,
� �1 � �>��1 � ��� � ��  &!�?#&% .
3.2. Image capture and feature extraction

3.2.1 Image capture

An experimental system has been setup to capture whole
body images of an individual from four orthogonal views
(front,left,back,right). The four view camera configuration
is illustrated in Figure 3(a). Colour images are captured
using a Sony DXC-930P 3CCD camera with @.A.BDCEA.FHG
picture elements. This gives a resolution of approximatelyI 8 C I 8 pixels for the subjects face. Images are taken against
a photo-reflective blue screen backdrop which allows reli-
able foreground/background separation with arbitrary fore-
ground lighting and most blue clothing. The subject stands
in a standard pose similar to the generic model pose as
shown in Figure 5(a). Currently each view is taken with
a single camera with the subject rotating to present the re-
quired view to the camera. The use of a single camera may
result in small changes of pose between views but has the
advantage of identical intrinsic camera projection parame-
ter for each view. The capture process results in a set of
four data images, J9K�ML �N:.O?O?O I , for orthogonal views of a
specific person.

To model the image capture process we assume a pin-
hole camera without lens distortion. The camera 3D to 2D
projection can be expressed in homogeneous coordinates as:

�1�P � �7Q � ��RP��TS>QVU + '�W.X � ���P (1)

Where
�1 P �Y��1"�
�R�
Z[ is a 2D point

�1D�,��1�\*Z]���^\_Z[ in
the camera image plane and

�� P �Y�`���
	����^��:� is a 3D point��a�b�`����	����H in world coordinates expressed in homoge-
neous form. Qc� is the 4x3 camera projection matrix which
can be decomposed into a 3x3 camera calibration matrix S ,
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Figure 3. Image capture setup

a 3x4 orthographic projection matrix from 3D to 2D Q U + '�W
and a Euclidean rigid body transform in 3D space X � repre-
senting the view transform for the L '�W camera in world co-
ordinates. The individual matrices have the following form:

S �
������ 8 � �
8 � � � �8 8 :

��
QVU + '�W �

�� : 8 8 8
8 : 8 8
8 8 8 8

��
X � � 	�
 � �) ��8� :��

Where 
 � is a 3x3 rotation matrix and
�) � a 3x1 transla-

tion vector. The camera calibration parameters � ��� � � �  are
the focal lengths and ��� � ��� �  the image origin and

�8 a 3x1
vector of zero’s. Camera calibration is based on direct esti-
mation of the camera parameters from the size and position
of the captured view plane relative to the distance from the
camera (for instance

� � � � ����� W ����� W;'����� ��� ' �"!$# � giving
� � � � �&% %' ).

Figure 3(b) illustrates the camera projection process for a
single view. The calibrated camera model is used to gener-
ate a set of four synthetic images of the generic humanoid
model, J)(� L � :.O?O?O I . This is achieved by projection of each
vertex ��� on the generic model to its corresponding image
coordinates 1�� using equation 1.

3.2.2 Silhouette extraction

Silhouette extraction aims to construct the chain of image
pixels which lie on the boundary between the image of the
person and the background. A standard chroma-key tech-
nique is used to identify background pixels based on the
percentage of blue in each pixel. Given an image pixel
with red, green and blue colour components ��*_�,+���-  the
percentage blue is .0/ � :;8 8 C �1-=\^� *324+526-=  . A con-
stant chroma-key threshold (50%) is used together with an
intensity threshold ( 7 - 7)8 : A 8 ) to reliably generate a binary
image with each pixel labelled as either foreground or back-
ground. An example of an extracted binary silhouette image
is shown in Figure 5(b).

The silhouette curve, 9 K� , for each captured image, J9K� ,
is extracted by following an 8-connected chain of pixels on
the border of the foreground image of a person. We denote
the silhouette by the chain of �3: 8-connected adjacent pixel
coordinates 9]K� � � �1^-��  <;- #&% which is specified in counter-
clockwise order with-respect-to the image view direction.
An example of an extracted silhouette chain is shown in
Figure 5(c). A similar process is performed on the synthetic
images J)(� of the generic model using a binary threshold to
obtain a set of model silhouette curves, 9 (� .

3.2.3 Feature extraction

The objective of feature extraction is to establish the cor-
rect correspondence between the captured data and syn-
thetic model images for body parts such as the arms, legs,
head and torso. Correct correspondence is essential for real-
istic animation of the reconstructed model of a person based
on the articulated joint structure of the generic model. We
therefore require robust extraction of a set of feature points
for a wide range of changes in body shape, size and cloth-
ing. To achieve this we constrain the person to stand ap-
proximately in a pre-specified pose and wear clothing which
allows both the arm pits and crotch to be visible such as a
shirt and trousers. Given these assumptions an algorithm
has been developed for reliable extraction and localisation
of a set of features based on our knowledge of the silhouette
contour structure.

The algorithm for extracting feature points from the front
or back silhouette contour, 9 � � L �>:��>= , is presented in Fig-
ure 4. Initially the algorithm traverses the silhouette contour9 � to locate five extremum points,

�1?��%A@B��C , on the contour.
These correspond to the head, hands and feet as illustrated
in Figure5(c). The extrema points can be reliably extracted
for all silhouettes but their location varies significantly due
to variation in shape and pose. Therefore, the extrema are
used to identify five key feature points,

�1ED %A@ D C , which can
be accurately located even with large changes in shape and
pose. The feature points correspond to the crotch, arm-pits
and shoulders as shown in Figure 5(d).



This procedure gives reliable extraction of a set of key
feature points for a wide range of people shape, size, cloth-
ing and hair-styles. It has been found that other potential
features points such as the neck cannot be reliably localised
as small changes in shape can result in a large variation in
position. Resulting in a poor quality correspondence be-
tween the captured and generic model images. The set of
extracted features are sufficient to accurately align the ma-
jor body parts for a captured image silhouette (head, torso,
arms, legs) with those of the generic model image. A simi-
lar procedure is applied for the side views to identify the tip
of the nose as the left or right extremum on the head. Other
body parts such as the fingers cannot be reliably identified
with the image resolution used as each finger is less than
three pixels across. Higher resolution images may permit
correspondences to be established between additional body
parts.

3.2.4 Pose estimation

Pose estimation identifies the angle of the arms and legs for
a set of captured images of a specific person. This infor-
mation is used to adjust the pose of the generic model to
that of a particular individual. The pose of the arms, legs
and head are estimated by computing the principal axis for
the contour points corresponding to each of these compo-
nents. If the set of contour points for a particular body part
is 9 �&� � �1 - � �- # + then the principal axis is given by:

�1 ��� ��� � :
����� * 2E:_ ��

- # +
�1 �- � � :

����� * 2T:� ��
- # +

�1 �` � (2)

The angle of the principal axis with the vertical gives the
approximate pose of the body parallel to the image plane.
The body part pose is used in the mapping to correct for
small variations between the generic model and the captured
image set for a particular individual.

3.3. 2D-to-2D Silhouette Mapping

The objective of mapping between the generic humanoid
model and the captured images is to establish a dense corre-
spondence for mapping each model part. Dense correspon-
dence establishes a unique one-to-one mapping between
any point,

�1 ( , inside the generic model silhouette and a
point on the same body part,

�1 K , inside the captured image
silhouette. This correspondence is used to modify the shape
of the generic humanoid model to approximate the shape of
a particular individual. For example to achieve realistic arm
movement for the reconstructed model of an individual it is
necessary to map the projection of the arm on the generic
model image to the corresponding arm on the captured im-
age.

1. Find the extremum points �	��
�	�� :
(a) Find the extremum point on the top of the head, � ��
 ,

as the contour point with minimum vertical coordinate,� :����
���������������� ��! ;�#"$
#% and &'�(
)�*&#�
(b) Find the extremum point on the left, +�,�- , and right,+���� , hands as the contour points with minimum and

maximum horizontal coordinate, & :& �- �*�.���/����& � � ! ;��"0
 % and � �- ��� �
� �� ����1�2$����& � � ! ;�#"$
#% and � �� �*� �

(c) Evaluate the centroid of the silhouette contour:+�	34� 

! ;65 ! ;�#"$
 +�879� % .

(d) Find the extremum points on the left, +� �;: , and right,+���;< , feet as the contour points with maximum vertical
coordinate, � , either side of the centroids horizontal
coordinate, &'3 :� �;: ����1�2$����� � � ! ;��"0
 % and & �;: �*& �>= &'3
� �;< ����1�2$����� � � ! ;��"0
#% and & �;< �*& �>? &'3

2. Find the feature points �,@ 
� @ � :
(a) Locate the key feature points corresponding to the

crotch, +� @ 
 , and the left, +� @ - , and right, +� @ : , arm-pits
as the contour points with minimum vertical coordi-
nate, � , which are between the corresponding hand and
feet extremum points:
crotch � @ 
 �*�.���/����� � � ��<��"A��: % and & @ 
 �*& �
left-armpit � @ - ������������� � � �;:�#",�- % and & @ - �*& �
right-armpit �,@ : �*���B�/������� � ���#",�;< % and & @ - �*&C�

(b) Locate feature points on the left, +�A@ < , and right, +�,@ � ,
shoulders with the same horizontal coordinate, & , as
the arm-pit features � @ - and � @ - :
left-shoulder � @ < �*�.���/����� � � �;-��"A�(
 % and & @ < �*& @ -
right-shoulder �A@ � �*�.���/������� � ��
�#",�� % and &'@ � �*&'@ :

Figure 4. Algorithm for feature extraction
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Figure 5. Silhouette and feature extraction



Body-part correspondence is established using the fea-
ture points, 1 D %A@ D C , on the silhouette contours of the
generic model and the captured data images. These fea-
tures can be used to establish a correct correspondence for
each part of the human body. Based on the five key points
the human model is separated into seven functional parts:
head; shoulders; left-arm; right-arm; torso; left-leg; right-
leg. Separating the silhouette images into body-part allows
a dense mapping to be established independently for points
inside each body-part silhouette.

A unique one-to-one correspondence between points in-
side the model and data sets for a particular body-part is
established by a 2D linear mapping based on the relative
dimensions of the silhouette. This is equivalent to an 2D
affine transform in the image plane (rotation,scale,shear and
translation). The mapping between corresponding points
inside the silhouette for a particular body part is given as
follows in homogeneous coordinates:

�1 P K ��� �1 P ( (3)

�5�
�� � � � � ��) �� � � � � )��8 8 :

��
The components � represent the rotation, shear and scale

between the parts and ) translation between body parts. If
the Principal axis of the body parts are aligned � � � � � � � �8 and � � , � � represent the horizontal and vertical scale fac-
tors respectively. The vertical scale factor, � � , and transla-
tion, ) � , for a particular body part can be computed from
the vertical limits, 6 1�� � ! ��1�� ��� < . Similarly the horizontal
scale factor, � � and translation )�� are given by the horizon-
tal limits, 6 � � � ! �
� � � � < , for a horizontal slice ��1 ��� ����� ) 
through the silhouette contour. The vertical and horizontal
scale factors and translations are given by:

� � � 1 K� ��� �D1 K� � !1 (� ��� �D1 (� � !
) � � �>� � 1 (� � ! 2 1 K� � !

� � ��1  � � K� ��� ��1  �D� K� � ! � 1�� (� ��� ��1  �D� (� � ! � 1�
) � ��1  � �>� � ��1 �� (� � ! ��1 <2 � K� � ! � 1�

This mapping enables us to evaluate a unique one-to-
one correspondence of points inside the data silhouette

�1 K
for any point inside the model silhouette

�1 ( . This allows
2D information such as the colour from the captured model
to be mapped to the silhouette of the generic model as il-
lustrated in Figure 1 (f). The mapping achieves an exact
correspondence at the feature points and a continuous map-
ping elsewhere including across boundaries between differ-

ent body parts. The change in position 	 �1 between model
and data silhouette is given by:

�1 K � �1 ( 2 	 �1 (4)

This 2D change in position in the image plane for a par-
ticular view can be used to estimate the change in position
of a 3D point orthogonal to the view direction.

3.4. 2D-to-3D Mapping from Orthogonal Views

The objective of the 2D-to-3D mapping is to combine the
dense 2D-to-2D mapping information, 	 �1 � , from multiple
views, L � :.�=O?O?O$� I to estimate the 3D displacement, 	 �� of
a point

�� on the surface of the 3D model.

3.4.1 Single view 3D displacement

The 2D-to-2D mapping for the L '�W view gives an estimate
of the displacement of a 3D point

�� between the projection
of the generic model

�1 (� and the projection of the surface
of a real person

�1 K� . The 2D image plane displacement,
	 �1�� , defined by equation 4, can be used to estimate the
3D displacement component, 	 ���� � � 	 �R� � 	 	�� � 	 �_�` , of
the projected 3D point,

�� , on the generic model orthogonal
to the L '�W image view direction. This is achieved by esti-
mating the inverse projection of the displacement of the 2D
point 	 �1 � in the camera image. The inverse projection can
be estimated uniquely from our knowledge of the distance
to the corresponding 3D point,

�� ( , on the generic model.
This approximates the unknown distance to the correspond-
ing 3D point,

�� K , on the captured person which we want to
estimate. The distance to the generic model is a reasonable
approximation as the distance between the camera and per-
son, � % =�
2 , is large relative to the difference in 3D surface
position, � % 89O :�
  , between the model and person.

Estimation of the 3D displacement component orthog-
onal to the view direction is illustrated in figure 6(a). A
single view image J9K� gives an approximation of the com-
ponent of 3D displacement 	 ���� of a known 3D point

�� (
on the generic model orthogonal to the L '�W view direction�� � ���� � �����H������ such that �"� � 	 ���� � 8 . For example
for the front image the view direction normal

����[� ��8^�
8^�;:�
consequently the displacement of an image point 	 �1�� �� 	 1&� 	 �� gives an approximation of the 3D displacement
of the corresponding point 	 �� � � � 	 � � � 	 	 � ��8  . Sim-
ilarly a left side view with view normal

�� % � ��:��
8^�
8 
gives an estimate of the corresponding 3D displacement
	 �� % � ��89� 	 	 % � 	 � %  .

A point in the 2D camera image plane corresponds to
an infinite ray in 3D space. Therefore, inverting the cam-
era projection equation 1 gives the equation of a line in 3D
space. From equation 1 we obtain the inverse projection in
homogeneous coordinates for view direction L :



�� P K � �� P ( 2 	 ���% � � � �� (  X @�%� Q @�%U + '�W S @ % � �1 P (� 2 	
�1 P �  (5)

Where � � is a scale factor equal to the orthogonal dis-
tance of the 3D point from the camera. The estimated 3D
displacement component 	 � � is orthogonal to the camera
view direction

�� � . The inverse camera calibration and trans-
form matrices are given by:

S @ % �
�� %D�� 8 � U��D��
8 %D ! � U !D !8 8 :

��
X @ %� � 	 
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Thus the 3D point on the model in real coordinates
�� K

is on the 3D line represented by:

	 ��R� %�� �
� �� (  
 @�%� S @�% � �1 ( 2 	 �1� � 
 @ % �) � �� ( (6)

The distance to the true 3D point on a specific person is
approximated by the distance to the corresponding point on
the generic model. For a 3D point

�� ( in world coordinates
the distance to the L '�W camera centre with camera transform
X � gives the scale factor � �
� �� (  � 7�7 
 � �� ( 2 �) � 7�7 . Equation
6 gives an approximation of the 3D displacement compo-
nent 	 �� � orthogonal to the view direction � � � 	 �� � � 8 .
This 3D displacement component can be evaluated for each
3D vertex

���- on the generic model.
Applying the displacement component to each vertex on

the 3D generic model results in an affine transform of the
3D model orthogonal to the view direction. Reprojecting
the modified model results in a silhouette which approxi-
mates the captured silhouette shape. The surface shape for
3D points whose projection is inside the silhouette is a 2D
affine transform of the shape of the generic model.

3.4.2 Multi-view 3D displacement

Combining the estimated displacement components from
two or more orthogonal views of a point

�� we obtain an esti-
mate of the 3D displacement 	 �� . Estimation of the 3D dis-
placement by combining components from multiple views
is illustrated in Figure 6(b). Displacement components from
multiple views can be combined by averaging to estimate
the 3D displacement:

	 �� �
�
�
� %
 �� 5  ���?#�� 	 � �%
 	� 5  ��?#�� 	 	��%
 �
 5  	
�$#�� 	 ���

�
�
�

(7)

Where ��� � � �� ��� � � are the number of displacement
estimates in a particular direction. This gives an estimate
of the 3D displacement 	 �� of a point on the generic model�� ( . The estimated displacement is used to approximate the
3D shape of a specific person:

�� K � �� ( 2 	 �� (8)

The generic model shape is modified by estimating the
3D displacement 	 ��V� �� -  for each vertex

�� - . The model
vertex position,

��*- , is projected to the 2D image plane using
the camera model equation 1 to obtain the 2D coordinates�1 (� � ���-* . This point is then mapped to a corresponding point
on the captured data image

�1 K� � ���-_ using equation 3. The
2D displacement 	 �1 � � ���-� is then used to estimate the cor-
responding 3D displacement component orthogonal to the
view direction 	 ����
� �� -  from equation 5. The 3D displace-
ment components from each view are then combined using
equation 7 to estimate the 3D displacement 	 ��"� �� -  for a
vertex on the model.

Applying the estimated vertex displacement to all ver-
tices on the generic model results in a modified model
which approximates the shape of a specific person. The
modified 3D model for a particular individual will produce
silhouette images with approximately the same shape as the
captured image silhouettes for each view direction. Points
that do not project to the silhouette boundary are subject to
a linear transform based on the position of the correspond-
ing point on the 3D model. For example con-cavities on
the generic humanoid model are scaled according to the 2D
affine mapping to produce con-cavities in the final model.
The resulting modified 3D model shape is a first order lin-
ear approximation of the shape of a particular person based
on the local surface shape information represented in the 3D
generic humanoid model.

3.5. Colour texture mapping

The 2D-to-2D mapping for a single view enables the
colour texture of the captured data image to be mapped onto
the projected model image as illustrated in Figure 1(f). For
all points,

�1 ( , inside the projected generic model we know
the corresponding point on the captured data image

�1 K . To
texture map the 3D model we project each vertex

�� (� to ob-
tain the image coordinates

�1 (� and from the 2D-to-2D map-
ping obtain the corresponding data image coordinates

�1 K� .
The 2D data coordinate value is then the texture coordinate
for the modified 3D model vertex,

�� K� .
For each body-part we obtain a single cylindrical texture

map by back projecting and integrating the four overlapping
images as in previous work on face modelling [1, 10, 16].
Integration of the texture map is based on the approximate
3D shape information for the reconstructed model. As the
reconstructed model is only an approximation of the 3D



���
�

��

���������������������������������������������

�����������������������������������

Front

y

z
x

u

v

(x,y,z)
(dx,dy,0)

(du,dv)

(a) Single-view

���
�

	
		
	�
��
��
��
�


Front Left

(x,y,z)+(dx,dy,dz)

(du,dv)
(du,dv)

v

u

v

u

(x,y,z)

z x

y

(b) Multi-view

Figure 6. 3D Displacement estimation

shape of a particular person based on the orthogonal view
silhouette outlines the overlapping images do not exactly
correspond. However, the approximate shape information
has been found to be sufficient to obtain a reasonable in-
tegrated texture map by blending overlapping regions be-
tween the front, sides and back. In addition, for some parts
of the body no image information is available from the side
views due to occlusion such as the torso resulting in a jump
in the texture map. Figure 7 shows examples of integrated
texture maps obtained for several body parts. All four views
are integrated for the head and shoulder texture maps. For
the torso only the front and back images are used as the
sides are not visible resulting in a discontinuity in the im-
age texture.

4. Results

The model-based reconstruction algorithm has been used
to capture models of approximately twenty individuals
wearing a variety of clothing. Subjects were constrained
to wear clothing such as trousers and shirt which allows the
location of the arm pits and crotch to be visible in the front
view. Having captured a set of images the reconstruction
algorithm was applied to automatically build a model of a
particular individual without any manual intervention. The
model-based reconstruction from silhouettes is applied to
all body parts except the hands and feet. Hands and feet are
modelled by scaling the corresponding part of the generic
model as there is insufficient information on the silhouette

Figure 7. Integrated texture maps

images to identify feature points.
Reconstructed 3D models for three individuals are

shown in Figure 8. The left-hand column Figure 8(a) shows
the original @.A.B C A.FHG colour photo captured from the front
view. Columns Figure 8(b) and (c) show the reconstructed
3D model rendered and colour texture mapped. These re-
sults demonstrate that the automatic reconstruction gener-
ates a recognisable 3D facsimile of the real person. Some
artifacts can be seen in the shape near the feet due to poor
segmentation of the feet from the legs in the front view. The
3D shape approximation is of sufficient accuracy to give
a recognisable model when texture mapped with the im-
age colour information. Further examples of reconstructed
models for male and female subjects are presented in Fig-
ure 9. Currently the principal limitation of the reconstruc-
tion from silhouettes is the quality of the face models gener-
ated. The absence of feature point labelling results in mis-
alignment of the face image with the generic model. Pre-
vious feature based approaches to face modelling [2, 10]
could be used to improve face modelling if full resolution
face images were captured. However, current techniques for
face modelling may also fail to automatically reconstruct
face shape in the presence of hair and glasses. Figure 10
shows reconstructions for the same person wearing differ-
ent clothing. This example demonstrates that the approach
can be used to generate set of models for a particular indi-
vidual suitable for multiple virtual world applications (busi-
ness,sports,leisure).

Animation of the reconstructed 3D models for particular
individuals performing standard movements is illustrated in
Figure 8(d). Figure 11 shows a simple virtual catwalk scene
with several animated virtual people. The articulated struc-
ture of the generic humanoid model is modified for a partic-
ular individual by mapping the 3D joint positions using the
2D-to-3D mapping algorithm presented in the previous sec-
tion. The animation parameters based on joint angle inter-



polation are the same as for the generic model. Animation
of movements such as walking, running and jumping us-
ing a common set of parameters results in reasonable move-
ments of a particular individual for VR applications. Cur-
rently the VRML animation is based on a rigid 3D model
resulting in visible artifacts. A more sophisticated seamless
humanoid model which incorporates skin and clothing de-
formations is required to realistically animate movements
of people with a wide variety of clothing.

5. Conclusions

A model-based approach has been introduced for au-
tomatic reconstruction of an articulated 3D colour model
of a particular person from a set of colour images. Re-
sults demonstrated that this approach achieves recognisable
models of individuals with a wide range of shape, size and
clothing. The reconstructed model represents the 3D shape,
colour texture and articulation structure required for animat-
ing movements. This approach enables low-cost capture of
models of people in a VRML H-Anim avatar format suit-
able for populating virtual worlds.

The results presented demonstrate the feasibility of
model-based reconstruction of realistic representations of
individual people from sets of images. However, several is-
sues should be addressed in future work to improve on the
current system:

� Facial feature point labelling for accurate modelling and
animation [2, 10].

� Capture of a person in multiple poses for accurate recon-
struction of kinematic structure [4, 6].

� High-resolution image acquisition for improved photo-
realism.

� Synchronous image acquisition from multiple views to
avoid movement.

� Increased number of views to reduce occlusion.
� Multiple levels-of-detail for efficient shape represention.
� Seamless VRML model for improved animation quality.

Further development of this system and integration with
previous work on face and body modelling will give in-
cremental improvements in the quality of the reconstructed
models. The results presented in this paper demonstrate
the potential of a low-cost whole-body system for captur-
ing recognisable 3D models of individual people from sets
of colour images.
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(a) Photo (b) 3D Model (c) 3D Colour Model (d) Running

Figure 8. Reconstructed 3D texture mapped models for individual people with animated movements



Figure 9. Examples of reconstructed virtual people

Figure 10. Models reconstructed for the same person with different clothing

Figure 11. Virtual people in a virtual catwalk scene animation


