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Abstract

Summarizing medical conversations poses
unique challenges due to the specialized do-
main and the difficulty of collecting in-domain
training data. In this study, we investigate the
performance of state-of-the-art doctor-patient
conversation generative summarization mod-
els on the out-of-domain data. We divide the
summarization model of doctor-patient conver-
sation into two configurations: (1) a general
model, without specifying subjective (S), objec-
tive (O), and assessment (A) and plan (P) notes;
(2) a SOAP-oriented model that generates a
summary with SOAP sections. We analyzed the
limitations and strengths of the fine-tuning lan-
guage model-based methods and GPTs on both
configurations. We also conducted a Linguistic
Inquiry and Word Count analysis to compare
the SOAP notes from different datasets. The
results exhibit a strong correlation for reference
notes across different datasets, indicating that
format mismatch (i.e., discrepancies in word
distribution) is not the main cause of perfor-
mance decline on out-of-domain data. Lastly, a
detailed analysis of SOAP notes is included to
provide insights into missing information and
hallucinations introduced by the models.

1 Introduction

Automatically generated summary notes of doctor-
patient conversations could improve the healthcare
system. First, the generated notes serve as a valu-
able resource, allowing doctors to review and vali-
date the information from the conversation with a
patient, ensuring that vital information is noticed.
In addition, the summary notes can be integrated
into hospitalization risk prediction models (Song
et al., 2022), empowering healthcare profession-
als with data-driven insights to make more precise
clinical decisions.

However, summarizing doctor-patient conversa-
tions poses distinct challenges owing to its special-
ized domain. Specifically, medical conversations

often involve highly specialized terminology that
requires domain-specific knowledge to understand
and summarize accurately. In addition, it is prefer-
able to structure the generated note with Subjective
(information reported by the patient), Objective
(objective observations), Assessment (doctor’s eval-
uation), and Plan (future care plan) (SOAP). SOAP
format is preferable because it is widely utilized
by healthcare providers to document a patient’s
progress, providing an organized framework that
reduces communication confusion among health-
care professionals. These challenges hinder the di-
rect application of general-purpose summarization
techniques to doctor-patient conversations, under-
scoring the need for a specialized model.

Doctor-patient conversation summarization has
attracted significant attention recently (Joshi et al.,
2020; Krishna et al., 2021; Zhang et al., 2021;
Grambow et al., 2022; Abacha et al., 2023a). In
2023, the MEDIQA-Chat Challenge (Abacha et al.,
2023a) attracted 120 registered teams from the
academy and industry. Although various meth-
ods are proposed in MEDIQA-Chat, it remains a
challenging field that needs further investigation.
First, MEDIQA-Chat focuses on in-domain train-
ing and testing. However, cross-dataset analysis for
doctor-patient conversation summarization is cru-
cial because collecting in-domain training data is
usually challenging given the constraints imposed
by privacy and security concerns. Second, a de-
tailed assessment of performance across SOAP
note categories is essential. Such insights into the
performance of each category can play a pivotal
role in developing improved model structures and
designing more effective evaluation metrics.

In this study, we investigate cross-dataset per-
formance of state-of-the-art (SOTA) doctor-patient
summarization models. Our focus is on genera-
tive summarization models because the real-world
clinical notes are in an abstractive format. The ex-
periments were conducted on English datasets as



the setting of most previous studies. The results
of SOAP notes are evaluated separately to gain a
deeper understanding of the strengths and limita-
tions of the current models. We hope our result can
offer new insights for future research in developing
a robust doctor-patient summarization model for
real-world scenarios.

2 Related Work

The MEDIQA-Chat challenge (Abacha et al.,
2023a) separated doctor-patient conversation sum-
marization into different tasks. Models designed
for Task A predict the topic category of the con-
versation and then generate notes. The Task A
models are closer to a general-purpose summariza-
tion model, producing notes without specifying
distinct sections. In the top performance models,
Wanglab (Giorgi et al., 2023) fine-tuned a FLAN-
T5 model (Chung et al., 2022) for summarization
and note classification. SummQA (Mathur et al.,
2023) used BioBERT (Lee et al., 2020) to support
the section classification, MiniLM (Wang et al.,
2020) to select the prompt for GPT4, and GPT4
to predict the section class and generated the final
note. The Cadence (Sharma et al., 2023) model
fine-tuned BART-large on the SAMSum dataset,
followed by fine-tuning on the augmented dataset.
In addition, a N-pass summarization was employed
to handle long conversations.

Models designed for Task B are SOAP-oriented,
generating notes with SOAP sections. In the
top performance models, WangLab used instruc-
tor (Su et al., 2023) to select the top-k conversa-
tion that is similar to the testing data, then used
the selected conversations and notes as the in-
context learning examples for GPT4. They also
achieved top performance with the fine-tuned Long-
former Encoder-Decoder (LED) (Beltagy et al.,
2020). SummQA (Mathur et al., 2023) used the
MiniLM (Wang et al., 2020) to select the prompt
for the GPT4 in-context learning examples as their
model for task A. GersteinLab (Tang et al., 2023)
used GPT-4 with specifically designed instruction.

Task A in the MEDIQA-Chat challenge was eval-
uated on the MTS-Dialog dataset (Abacha et al.,
2023b), which has a relatively shorter conversation
and reference notes related to a specific category.
Task B was focused on the ACI-BENCH (Yim et al.,
2023) dataset, which has a relatively longer conver-
sation and a long note with SOAP sections. Most
top-performance teams in Task A used fine-tuning

language model (LM)-based methods, while most
top-performance teams in Task B introduced GPT-
based approaches. The results seem to indicate that
the fine-tuning LLM-based method is more suit-
able for short dialogues with a specific category of
information. In contrast, the GPT-based method
is preferable for the long dialogue with detailed
SOAP information (Abacha et al., 2023a). How-
ever, in real-world scenarios, conversations may
vary in length and encompass one or multiple cate-
gories of information. Therefore, in this study, we
aim to understand how these models perform in an
cross-dataset settings and identify potential errors
made by the models.

3 Data

We use two open-source doctor-patient conversa-
tion datasets, MTS-Dialog (Abacha et al., 2023b)
and ACI-BENCH (Yim et al., 2023). Both datasets
contain doctor-patient conversations, the corre-
sponding note of the conversation, and the category
of the note. Figure 1 illustrates the samples in the
two datasets, and Table 1 summarizes the dataset
statistics. The number of tokens is calculated using
the google/flan-t5-large tokenizer1.

Compared with the two datasets, the MTS-
Dialog dataset contains relatively shorter conver-
sation, and the reference note follows a concise
format, comprising either a few words or a one-
paragraph structure with a section header specify-
ing the note category. In contrast, the conversations
in the ACI-BENCH dataset are relatively longer,
and the reference notes includes all SOAP sections.

Train Valid Test
Number of samples

MTS-Dialog 1,201 100 200
ACI-BENCH 67 20 40

Number of tokens of dialogue (mean/max)
MTS-Dialog 152.4 / 2343 129.27 / 820 144.2 / 793
ACI-BENCH 1931.49 / 4642 1814.95 / 2608 1824.4 / 3560

Number of tokens of note (mean/max)
MTS-Dialog 59.63 / 1580 53.9 / 406 57.4 / 530
ACI-BENCH 663.22 / 1388 680.3 / 1176 647.7 / 1291

Table 1: Statistic of MTS-Dialog and ACI-BENCH
dataset.

We categorized the note in the MTS-Dialog
dataset and divided the note in ACI-BENCH
dataset into S, O, or AP categories for analysis.
Note that we merged A and P as AP because these

1https://huggingface.co/google/flan-t5-large

https://huggingface.co/google/flan-t5-large


ACI-BENCHMTS-Dialog

Dialogue

Doctor: hi, andrew. how are you?
Patient: hey, good to see you.
Doctor: i'm doing well, i'm doing 
well.
…
Doctor: let me know if your 
symptoms worsen and we can talk 
more about it, okay?
Patient: you got it.
Doctor: all right. hey, dragon. 
finalize the note.

Doctor: Good afternoon, sir. My 
chart here says that you are a fifty 
one year old white male, is that 
correct?
Patient: Good afternoon, doctor. Yes, 
all of that is correct. 
...
Doctor: Finally, your ECOG score is 
one according to the nurse, is that 
correct? 
Patient: Yes, doctor. That's correct.

Note

CHIEF COMPLAINT
Upper respiratory infection.
HISTORY OF PRESENT 
ILLNESS
Andrew Campbell is a 59-year-old 
male with a past medical history 
significant for depression, …

Section header: GENHX
Section text: A 51-year-old white 
male diagnosed with PTLD in latter 
half of 2007.  He presented with 
symptoms of increasing adenopathy, 
abdominal pain, weight loss, and 
anorexia. …. 

Figure 1: Dataset examples. Samples in the MTS-
Dialog dataset have a section header that indicates the
category of the annotation and the section text, which
is the main content of the notes. The samples in the
ACI-BENCH dataset have one full note, where each
section is separated by bold title text.

are merged into AP in the ACI-BENCH dataset,
making it difficult to separate them into A and P.
Table 2 shows the mapping between original note
categories and SOAP and the number of samples
in each category.

# of samplesOriginal sectionDataset
Subjective

175GENHX, FAM/SOCHX, PASTMEDICALHX, CC, 
PASTSURGICAL, ALLERGY, ROS, 

MEDICATIONS, IMMUNIZATIONS, GYNHX, 
PROCEDURES, OTHER_HISTORY, 

MTS-
Dialog

40Subjective: CHIEF COMPLAINT, HISTORY OF 
PRESENT ILLNESS, and REVIEW OF SYSTEMS.

ACI-
BENCH

Objective
7EXAM, IMAGING, LABSMTS-

Dialog
40Objective exam and objective result: RESULTS, 

PHYSICAL EXAMINATION, and VITALS 
REVIEWED.

ACI-
BENCH

Assessment and plan
18ASSESSMENT, DIAGNOSIS, DISPOSITION, 

PLAN, EDCOURSE
MTS-
Dialog

40Assessment and plan: ASSESSMENT AND PLANACI-
BENCH

Table 2: Mapping between original note categories and
SOAP.

4 Methods

We divided the summarization model for doctor-
patient conversation into general and SOAP-
oriented configurations (illustrated in Figure 2). In
this study, we investigate the current SOTA models
of each configuration in a cross-dataset setting. Our
research question is:

RQ1: How do current SOTA doctor-patient
conversation summarization models perform on

out-of-domain datasets, and what causes the per-
formance decline?

Conversation

(Subjective)

(Objective)

(Assessment)

(Plan)Conversation

General

SOAP-oriented 

Summarization
model

Summarization
model

Figure 2: Illustration of the general and SOAP-oriented
configurations.

4.1 Cross-dataset analysis of general model

We analyzed the limitations of directly applying a
general configuration for doctor-patient conversa-
tion summarization. Because the model does not
consider generating S, O, A, and P notes separate
tasks, the model may emphasize some information
more than others, thus leading to missing informa-
tion issues in the generated note. Therefore, we
examined the following research question:

RQ2: What information is more likely to be
missing in SOAP for model with a general con-
figuration? (Figure 3) Our hypothesis is that ob-
jective information can easily be excluded from
summaries. Objective information usually includes
numerical information that holds significant im-
portance in medical contexts. The number could
represent the quantity of medication administered
to the patient or the values derived from their health
examination report, serving as indispensable met-
rics for assessing the patient’s overall health con-
dition. However, numerical data is often consid-
ered as detailed information and thus omitted in
summaries. In addition, objective information is
closely associated with technical terms, making it
more challenging for the LM.

4.1.1 Model and Data
We used the fine-tuned Flan-T5 model (Chung
et al., 2022), which received the top rank in the
MEDIQA-Chat challenge task A, as representative
for model with general configuration. The Flan-
T5 model was fine-tuned with the MTS-Dialog
dataset, in which the reference notes focus only on
one topic in the conversation. We also included
the GPT results (gpt-3.5-turbo and gpt4) for com-
parison. Models with the general configuration are
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Training

Figure 3: Analysis of fine-tuning LM-based general
model.

evaluated on the ACI-BENCH dataset. Because
the conversations and reference notes in the this
dataset contain all SOAP information, we can ana-
lyze what categories of information (i.e., S, O, A,
or P) are missing from the generated note.

4.2 Cross-dataset analysis of SOAP-oriented
model

The model with SOAP-oriented configuration aims
to generate notes with S, O, A, and P sections.
However, in real-world conditions, not all doctor-
patient conversations include all of the S, O, A, and
P information. For example, doctors might skip the
objective information because they already have
the record. They might also not mention assess-
ments and plans because they only want to check
the patient’s condition. Therefore, we ask the fol-
lowing research question:

RQ3: What SOAP-oriented model will gen-
erate if the input conversation does not include
information related to a specific category? (Fig-
ure 4) We hypothesize that the LM will have severe
hallucination problems by generating information
that does not exist in the conversation.

Conversation with
SOAP information

Summarization
model

Inference (out-of-domain data)

Summarization
model

Training
(Subjective)

(Objective)

(Assessment)

(Plan)

Conversation with
a specific category

(Subjective)

(Objective)

(Assessment)

(Plan)

?
?
?

?

Figure 4: Analysis of fine-tuning LM-based SOAP-
oriented model.

4.2.1 Model and Data
We used the fine-tuned LED model (Beltagy et al.,
2020), which received top-rank performance in the
MEDIQA-Chat challenge task B as representative
of the SOAP-oriented model. The LED model was
fine-tuned with the ACI-BENCH dataset that spec-
ifies notes into SOAP sections. We also included
the GPT results for comparison. The GPT was
prompted to generate a note with SOAP sections
and was informed that it could skip the section if no
relevant information was provided in the conversa-
tion. We evaluated the models on the MTS-Dialog
dataset, in which conversations are short and usu-
ally do not contain information related to all SOAP
categories.

5 Experiments

5.1 Model details

We used WangLab’s FLAN-T5 and LED summa-
rization models in the MEDIQA-Chat Challenge 23.
To evaluate the FLAN-T5 model on input longer
than its training data, we modify the maximum to-
ken length from 1024 to 4096. Table 3 shows the
prompts for all models in the experiments. The
prompts of FLAN-T5 and LED follow WangLab’s
settings. For GPT models, we followed LED and
FLAN-T5 prompts but removed the "including fam-
ily history, diagnosis, past medical (and surgical)
history, and known allergies" to prevent GPTs from
specifically clarifying that certain information is
not part of the conversation. Lastly, we designed
a prompt to guide GPT in generating a summary
with SOAP sections and a more parsable format.

5.2 Evaluation metrics

All models were evaluated using ROUGE-1 (Lin,
2004) and the average of ROUGE-1, BLEURT (Sel-
lam et al., 2020), and BERTScore (Zhang et al.,
2020) (referred to as an aggregate score). These
automatic metrics have been shown to correlate
highly with human judgments for the doctor-patient
conversations in recent studies (Abacha et al.,
2023c). The section headers in the reference and
generated notes were excluded from the evalua-
tion. We used the en_core_sci_sm model in scis-
pacy4 to identify the medical terms in the dialogue

2https://huggingface.co/wanglab/
task-a-flan-t5-large-run-2

3https://huggingface.co/wanglab/
task-b-led-large-16384-pubmed-run-3

4https://allenai.github.io/scispacy/

https://huggingface.co/wanglab/task-a-flan-t5-large-run-2
https://huggingface.co/wanglab/task-a-flan-t5-large-run-2
https://huggingface.co/wanglab/task-b-led-large-16384-pubmed-run-3
https://huggingface.co/wanglab/task-b-led-large-16384-pubmed-run-3
https://allenai.github.io/scispacy/


 
 
 
 

LED 
Summarize the following patient-doctor dialogue. Include 
all medically relevant information, including family history, 
diagnosis, past medical (and surgical) history, 
immunizations, lab results and known allergies. Dialogue: 
{dialogue}    

FLAN-T5 
Summarize the following patient-doctor dialogue. Include 
all medically relevant information, including family history, 
diagnosis, past medical (and surgical) history, 
immunizations, lab results and known allergies. You should 
first predict the most relevant clinical note section header 
and then summarize the dialogue. Dialogue: {dialogue}  

GPT-{3.5, 4}-general (MTS-Dialog) 
Summarize the following patient-doctor dialogue. Include 
all medically relevant information. You should first predict 
the most relevant clinical note section header and then 
summarize the dialogue. Dialogue: {dialogue}  

GPT-{3.5, 4}-general (ACI-BENCH) 
Summarize the following patient-doctor dialogue. Include 
all medically relevant information. Dialogue: {dialogue}  

GPT-{3.5, 4}-SOAP 
Summarize the following patient-doctor dialogue and 
structure the summary into (1) Subjective, (2) Objective, (3) 
Assessment and Plan sections. Avoid including information 
that is not explicitly mentioned in the conversation. If no 
related information for the section is provided, skip the 
section. For example, if no specific subjective information is 
provided in the dialogue, write "N/A" in the subjective 
section. Dialogue: {dialogue}  

Table 3: Model prompts.

and notes. Lastly, Linguistic Inquiry and Word
Count (LIWC) (Tausczik and Pennebaker, 2010)
was used to analyze the word distribution in SOAP
notes. LIWC is a text analysis tool that systemati-
cally examines and categorizes language based on
psychologically meaningful dimensions. It aids in
deciphering the linguistic characteristics of written
or spoken text, providing insights into the emo-
tional and cognitive dimensions of communication.
Because emotional and cognitive words can reflect
aspects of a person’s health in certain situations,
they play essential roles in the SOAP note.

6 Results

6.1 Cross-dataset Performance

We evaluated the cross-dataset performance of
doctor-patient conversation summarization mod-
els. Performance on the ACI-BENCH dataset is
presented in Table 4. The experimental results
indicate a notable performance decrease in out-of-
domain models compared to the in-domain baseline
(i.e., LED). We also noticed that the general model
performed particularly poorly on objective notes.
When utilizing the general model for doctor-patient

summarization, adaptations are essential to pre-
serve objective information. A potential approach
involves treating the generation of objective notes
as a distinct task. For example, the outcomes from
gpt-SOAP models indicate that the performance
of objective notes increases greatly by specifically
instructing the model to generate notes with an
objective section.

Model
Testing data

S O AP

ROUGE-1
LED (In-domain) 0.554 0.502 0.491

gpt3.5-SOAP 0.358 (-35%) 0.420 (-16%) 0.381 (-22%)
gpt4-SOAP 0.373 (-33%) 0.447 (-11%) 0.379 (-23%)
FLAN-T5 0.339 (-39%) 0.146 (-71%) 0.265 (-46%)

gpt3.5-general 0.349 (-37%) 0.175 (-65%) 0.352 (-28%)
gpt4-general 0.370 (-33%) 0.179 (-64%) 0.363 (-26%)

Aggregate score
LED (In-domain) 0.569 0.538 0.546

gpt3.5-SOAP 0.494 (-13%) 0.527 (-2%) 0.520 (-5%)
gpt4-SOAP 0.504 (-11%) 0.552 (+2%) 0.518 (-5%)
FLAN-T5 0.447 (-21%) 0.350 (-35%) 0.407 (-25%)

gpt3.5-general 0.478 (-16%) 0.384 (-29%) 0.479 (-12%)
gpt4-general 0.487 (-14%) 0.395 (-27%) 0.482 (-12%)

Table 4: Model performance on the ACI-BENCH
dataset. Testing data S, O, and AP means the evaluated
reference note is the subjective, objective, and assess-
ment and plan sections of the original reference note,
respectively. The values in parentheses indicate the per-
formance change compared with in-domain LED model
(i.e., LED fine-tuned on ACI-BENCH). The FLAN-T5
model is fine-tuned on the MTS-Dialog dataset.

Table 5 shows performance on the MTS-Dialog
dataset. Because the reference in the MTS-Dialog
dataset only focuses on one category, we ignore
unmatched sections of the generated note. For ex-
ample, if the reference note has a subjective section
header, we only compared the reference with the
subjective section of the generated note (i.e., LED-
S, gpt-3.5-SOAP-S, and gpt-4-SOAP-S). Results
again reveal a notable performance decrease in out-
of-domain models compared to the in-domain base-
line (i.e., FLAN-T5). In addition, the performance
of objective notes exhibits a relatively milder de-
cline for the SOAP-oriented model.

Finding 1 (RQ1): despite the high performance
on the in-domain testing data, the fine-tuning LM-
based summarization method suffers from overfit-
ting issues, leading to a notable performance drop
on out-of-domain data.

Finding 2 (RQ2): When employing the general-
purpose model for doctor-patient summarization,
adaptation is essential to ensure the preservation
of objective information, which is more prone to
being excluded. Experimental results of gpt-SOAP



models indicate that the performance of objective
notes can be greatly improved by specifically in-
structing GPT to generate notes with an objective
section.

Model
Testing data

S O AP

ROUGE-1
FLAN-T5 (In-domain) 0.449 0.435 0.405

gpt-3.5-general 0.244 (-46%) 0.266 (-39%) 0.180 (-55%)
gpt4-general 0.315 (-30%) 0.298 (-31%) 0.214 (-47%)

LED-S 0.231 (-49%) - -
LED-O - 0.259 (-40%) -

LED-AP - - 0.112 (-72%)
gpt-3.5-SOAP-S 0.225 (-50%) - -
gpt-3.5-SOAP-O - 0.357 (-18%) -

gpt-3.5-SOAP-AP - - 0.143 (-65%)
gpt-4-SOAP-S 0.273 (-39%) - -
gpt-4-SOAP-O - 0.347 (-20%) -

gpt-4-SOAP-AP - - 0.184 (-55%)
Aggregate Score

FLAN-T5 (In-domain) 0.584 0.540 0.545
gpt-3.5-general 0.460 (-21%) 0.465 (-14%) 0.423 (-22%)

gpt4-general 0.513 (-12%) 0.480 (-11%) 0.449 (-18%)
LED-S 0.401 (-31%) - -
LED-O - 0.411 (-24%) -

LED-AP - - 0.334 (-39%)
gpt-3.5-SOAP-S 0.408 (-30%) - -
gpt-3.5-SOAP-O - 0.482 (-11%) -

gpt-3.5-SOAP-AP - - 0.310 (-43%)
gpt-4-SOAP-S 0.466 (-20%) - -
gpt-4-SOAP-O - 0.492 (-9%) -

gpt-4-SOAP-AP - - 0.406 (-26%)

Table 5: Model performance on the MTS-Dialog dataset.
Testing data S, O, and AP means that the evaluated ref-
erence note belongs to the subjective, objective, and
assessment and plan categories, respectively. -S, -O, and
-AP indicate the generated note in the subjective, objec-
tive, and assessment and plan sections, respectively. The
values in parentheses indicate the performance change
compared with the in-domain FLAN-T5 model (i.e.,
FLAN-T5 model fine-tuned on MTS-Dialog).

6.2 LIWC Analysis of SOAP Note
Experimental results presented in Section 6.1 re-
veal a notable decline in the performance of the
fine-tuning language model-based method when
applied to out-of-domain data. In this section, we
investigate the characteristics of S, O, and AP sam-
ples in two datasets to better understand potential
factors for performance degradation.

We computed LIWC features for S, O, and AP
notes. Table 6 shows the example words in the se-
lected LIWC categories, and Figure 5 visualizes the
selected LIWC features for the ACI-BENCH and
MTS-Dialog datasets. First, we find that LIWC
shares similar patterns for S, O, and AP notes
across the ACI-BENCH and MTS-Dialog datasets.
Specifically, these datasets have corrections of 0.93,
0.95, and 0.77 for S, O, and AP notes, respectively.
These results indicate that the SOAP notes in the

two datasets are structured in a similar way in terms
of word category distribution.

We also observe a similarity in LIWC features
between S and AP notes. This alignment is intu-
itive as S represents subjective information pro-
vided by the patient, whereas AP represents the
subjective assessment and plan from the doctor.
One difference between the S and AP notes is that,
in S notes, negative emotion is higher than positive
emotion, while in the AP notes, negative emotion
is lower than positive emotion. This fits a typical
scenario where a patient comes to the doctor be-
cause of concerns (negative emotion), and then the
doctor makes an assessment and plans to address
the patient’s problem, introducing a more positive
emotion.

Finding 3: LIWC features have characteristics
that resonate with SOAP notes in real-world sce-
narios.

Finding 4 (RQ1): Because LIWC features ex-
hibit strong correlations for S, O, and AP notes
across different datasets, format mismatch (i.e., dis-
crepancies in word distribution) might not be the
main cause of the model’s performance decline on
out-of-domain data.

ExamplesLIWC feature
I, you, that, itpronoun
one, two, first, once number
good, love, happy, hopeposemo (positive emotion)
bad, hate, hurt, tirednegemo (negative emotion)
worry, fear, afraid, nervousanx (anxiety)
hate, mad, angry, frustr*anger
sad, disappoint*, crysad
heard, listen, soundhear
touch, hold, feltfeel
eat, blood, painbio
ache, heart, coughbody
medic*, patients, healthhealth
food*, drink*, eat, dinner* ingest (food)
secur*, protect*, pain, risk*risk
when, now, then, daytime

Table 6: Selected LIWC features and example words.

6.3 Hallucination analysis

We examine the hallucination problem of SOAP-
oriented models in scenarios where the input con-
versation might not include all SOAP information
(Figure 6.) First, we compute the length of the gen-
erated note. Because Flan-T5 is fine-tuned with the
in-domain data, the resulting note lengths are closer
to the reference than other models. In contrast, the
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Figure 5: LIWC analysis of SOAP notes. Note that this result is calculated using all samples (i.e., training, validation,
and testing sets), rather than using only the testing set as experiments on model performance. In addition, for
simplicity and visualization purpose, we only show that LIWC categories that have a higher association with
healthcare. The correlations between the two data sets are 0.93, 0.95, and 0.77 in S, O, and AP, respectively.
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Figure 6: Hallucination medical term ratio, the experi-
ments were conducted on the MTS-Dialog dataset.

out-of-domain LED model generated notes much
longer than the reference. In the case of the SOAP-
oriented GPT models, each section (S, O, and AP)
is shorter than the general model, but the combi-
nation of all sections (gpt-S + gpt-O + gpt-AP) is
slightly longer than that of the general GPT model.

We then counted the number of unique med-
ical terms that were not mentioned in the input
dialogue but were generated in the note (i.e., hal-
lucinated medical terms). Finally, we divided the
number of hallucinated medical terms by the length

of the generated note to derive the hallucination
ratio. We observed that LED has a notable halluci-
nation problem for medical information especially
on the objective section. For the SOAP-oriented
GPT models, the AP sections (i.e., gpt3.5-SOAP-
AP and gpt4-SOAP-AP) exhibit a relatively higher
hallucination ratio, suggesting a higher tendency
of generating hallucinated medical terms for as-
sessment and plan section. Overall, the GPT-based
models manifest a considerably lower hallucination
ratio than LED in general.

Even the reference note may contain medical
terms not present in the original dialogue. Reasons
for this discrepancy are that the reference note is
abstractive summarization and may use synonyms
as substitutes for the original words. For example,
the word "flu" in the conversation was replaced
with "influenza" in the reference note. However, we
believe it would be better to use exactly the same
words as those in the conversation. Although LMs
specialized in the medical domain might be aware
of the similarity of medical terms, using the same
medical terms as the conversation provide better
consistency and can avoid confusion. In addition,
as new medical terms emerge, the language model
might not be updated with the latest information.

6.4 Case study of SOAP-oriented model
We conducted a case study to better understand
the errors made by the summarization models (Ta-
ble 7). First, we observed that the LED model tends
to overfit its training data. In cases where the input
conversation lacks sufficient information, the LED
model generates unfaithful and irrelevant informa-



Dialogue (sample in MTS-dialog dataset)
Doctor: Have you had your flu or Pneumonia vaccination this year? 
Patient: I got my flu shot this year, but I did not get the one for Pneumonia.

Reference (subjective: IMMUNIZATIONS)
Immunizations were up to date for influenza, negative for Pneumovax.

Generated noteSectionModel
(CHIEF COMPLAINT) Pneumonia. (MEDICAL HISTORY) Patient reports history of pneumonia in 
the past. (SOCIAL HISTORY) patient reports that she has a family history of pneumonia. 
(MEDICATIONS) Patient reports she received a flu shot this year. (REVIEW OF SYSTEMS) 
Constitutional: Reports pneumonia. Respiratory: Denies pneumonia. Gastrointestinal: Reports 
abdominal pain. Genitourinary: Reportsuria. Musculoskeletal: Reports right lower extremity pain.

SLED

(PHYSICAL EXAM) Itegumentary. Examination: Normal gait. Examination of Abdomen: No enlarged 
lymph nodes. Palpation: Normal perfusion. Auscultation of Lungs: No evidence of lymphadenopathy. 
Cardiovascular Examination; normal perfusion, bilaterally. - Musculosity: Normal pulmonary function. 
gastrointestinal: Normal vaginal bleeding.

O

1. Pneumonias. - Medical Reasoning: Based on the patient's examination and radiographic findings, we 
believe this is a case of Pneumona. - Patient Education and Counseling: We discussed the diagnosis and 
treatment options with the patient. We also discussed the importance of maintaining a high index of 
suspicion when treating patients with suspected pneumonia. - Additional Testing: We recommended that 
all patients be referred to a thoracic/GI/Lymphatic surgeon for further evaluation and possible treatment. -
medical Treatment: Initiate antiviral treatment. Patient Agreements: The patient understands and agrees 
with the recommended medical treatment plan. (INSTRUCTIONS) The patient will follow-up as needed.

AP

Generated noteSectionModel
N/ASgpt3.5
The patient has received a flu vaccination this year, but they have not received a pneumonia vaccinationO
The patient has not received a pneumonia vaccination. Recommend the patient to get their pneumonia 
vaccination.

AP

The patient reported having received their annual flu vaccination, but they have not been vaccinated for 
pneumonia this year.

Sgpt4

N/AO
The patient is up to date with their flu vaccination but lacks their pneumonia shot for the current year. 
The plan is likely to facilitate the pneumonia vaccination for the patient.

AP

Incorrect category: 
“patient received flu shot” is 
subjective information 
(information reported by the 
patient). 

Hallucination: no future 
plans were mentioned in the 
conversation.

Hallucination: no objective 
information and future plans 
were mentioned in the 
conversation.

Hallucination: Introducing 
information not present in 
the original conversation.
Contradictory information: 
“report pneumonia” and 
“denies pneumonia” are 
contradictory. 

Table 7: Case study example

tion, trying to align the generated note more closely
with its training data. In contrast, the gpt3.5-SOAP
model has difficulty accurately classifying infor-
mation. For example, "patient received flu shot"
is information obtained from the patient and thus
should be categorized as subjective information,
but the gpt3.5 model incorrectly categorized this in-
formation as an objective fact. Moreover, although
the prompts are instructed to “avoid including in-
formation that is not explicitly mentioned in the
conversation (Table 3)”, both gpt3.5-SOAP and
gpt4-SOAP models produce hallucination results
in the generated AP note. This aligns with our
observation in Figure 6 that SOAP-oriented GPT
models have a higher hallucination medical term
ratio in the AP section. This result suggests that it
is important to examine the assessment and plan
section, as the model may have a higher tendency to
generate hallucinated information in this category.

7 Limitations

One limitation of this study is that the SOAP data in
the MTS-Dialog dataset is unbalanced, with most
references focusing on subjective information. In
addition, real-world doctor-patient conversations
are complex in size and medical specialties and can-
not be fully represented by two datasets. Another

issue lies in the generative model producing varied
results in different runs, and the performance of the
GPT model is affected by the prompt.

8 Conclusion

In this study, we evaluated the SOTA doctor-patient
summarization models on out-of-domain data and
investigated the challenges of using fine-tuning
LM and GPT-based summarization models in real-
world applications. For a model with a general
configuration, the results indicate a high tendency
of omitting objective information in the generated
note. This concern can be alleviated by adopting
the SOAP-oriented configuration, which orients
the model to generate information relevant to all
essential categories. Despite achieving the highest
performance on in-domain data, the fine-tuned LM
with SOAP-oriented configuration exhibits a signif-
icant hallucination issue. To generate a note closer
to its training data, the model produces hallucina-
tions when none or insufficiently related informa-
tion is present in the conversation. In contrast, limi-
tations of GPT-based models arise from a tendency
to offer their own suggestions for the assessment
and plan. We hope our results provide insights for
future work toward creating more robust models
for real-world settings.
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