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Abstract

We consider real-time rendering of scenes in participating media,
capturing the effects of light scattering in fog, mist and haze. While
a number of sophisticated approaches based on Monte Carlo and fi-
nite element simulation have been developed, those methods do not
work at interactive rates. The most common real-time methods are
essentially simple variants of the OpenGL fog model. While easy to
use and specify, that model excludes many important qualitative ef-
fects like glows around light sources, the impact of volumetric scat-
tering on the appearance of surfaces such as the diffusing of glossy
highlights, and the appearance under complex lighting such as en-
vironment maps. In this paper, we present an alternative physically
based approach that captures these effects while maintaining real-
time performance and the ease-of-use of the OpenGL fog model.
Our method is based on an explicit analytic integration of the sin-
gle scattering light transport equations for an isotropic point light
source in a homogeneous participating medium. We can implement
the model in modern programmable graphics hardware using a few
small numerical lookup tables stored as texture maps. Our model
can also be easily adapted to generate the appearances of materials
with arbitrary BRDFs, environment map lighting, and precomputed
radiance transfer methods, in the presence of participating media.
Hence, our techniques can be widely used in real-time rendering.

1 Introduction

Many real-time rendering applications like games or interactive
simulations seek to incorporate atmospheric effects such as mist,
fog and haze. These participating media lead to a number of quali-
tative effects not present in clear-day conditions (compare figure 1a
with our result in figure 1c). For instance, there are often glows
around light sources because of scattering. The shading on objects
is also softer, with specular highlights diffused out, dark regions
brightened and shadows softer. It is critical to capture these effects
to create realistic renderings of scenes in participating media.

In computer graphics, the approaches for capturing these effects
represent two ends in the spectrum of speed and quality. For high-
quality rendering, a number of Monte Carlo and finite element tech-
niques have been proposed. These methods can model very general
volumetric phenomena and scattering effects. However, they are
slow, usually taking hours to render a single image. Significant
gains in efficiency can generally be obtained only by substantial
precomputation, and specializing to very specific types of scenes.

At the other extreme, perhaps the most common approach for in-
teractive rendering is to use the OpenGL fog model, which simply
blends the fog color with the object color, based on the distance of
the viewer (figure 1b). The fog model captures the attenuation of
surface radiance with distance in participating media. This model
is also popular because of its simplicity—implementation requires
almost no modification to the scene description, and the user need
only specify one parameter,β , corresponding to the scattering co-
efficient of the medium (density of fog). However, many qualitative
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(a) Clear day

(b) OpenGL fog

(c) Our model

Figure 1: Rendered images of a scene with 66,454 texture-mapped trian-
gles and 4 point lights. The insets show an image for another view of the
vase, with highlights from all 4 sources, to amplify shading differences. (a)
Standard OpenGL rendering (without fog), (b) OpenGL fog which captures
attenuation with distance and blending with fog color, and (c) Our real-time
model, that includes the glows around light sources, and changes to surface
shading such as dimming of diffuse radiance (floor and wall), brightening
of dark regions (back side of pillars and vases) and dimming and diffusing
of specular highlights (inset). All the visual effects in this complex scene are
rendered by our method at about 20 frames per second.
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Figure 2:Diagrams showing three cases of how light travels to the viewer through the participating medium. In (a) light travels in a straight line and directly
reaches the surface and the viewer. This is essentially what previous interactive models such as OpenGL fog compute. In (b), in addition to what happens in
(a), airlight scatters to the viewer and produces effects like glows around the light source. In (c), in addition to what happens in (b), airlight also scatters to
the surface and gets reflected, leading to effects such as the diffusing out of specular highlights and brightening of darker regions. In image (d), reflected rays
from the surface also scatter to the viewer.

effects are missing, such as the glows around light sources, the ef-
fect of scattering on object shading, and the ability to incorporate
complex lighting effects like environment maps.

In this paper, we take a significant step towards improving the
realism of rendered images with participating media (figure 1c),
while maintaining the real-time performance and ease of use of
the OpenGL fog model. Our model can be implemented as a sim-
ple vertex or pixel shader (pseudocode in figure 13), allowing it to
be easily added to almost any interactive application. The method
can also be applied with complex lighting, allowing environment
mapping and precomputed radiance transfer to be used interactively
with participating media for the first time (figures 15 and 16).

Figure 2 illustrates three important visual effects due to light
transport in scattering media. In this discussion, and this paper,
we assume single scattering (i.e. that light scatters at most once
in the medium), which is a common approximation in volumetric
scattering and can be shown to be accurate in many common situa-
tions such as thin fog. Figure 2a corresponds todirect transmission
of light from the source or surfaces to the viewer. We can sim-
ply attenuate the clear-day radiance values based on the distance
(optical thickness). This simple approach is essentially what in-
teractive models like OpenGL fog implement. Figure 2b also in-
cludes the glows around light sources, commonly referred to as
airlight [Koschmeider 1924]. Glows occur because light reaches
the viewer from different directions due to scattering in the atmo-
sphere. Figure 2c further includes the effect of airlight on the out-
goingsurface radiance, leading to effects such as the spreading out
of specular highlights and softening of shadows. These are impor-
tant effects, usually neglected in previous interactive methods. Our
model renders all of the effects in figure 2c in real-time.

Figure 2d illustrates the case where the surface radiance is single
scattered in addition to being attenuated, before reaching the view
point. On one hand, the attenuation decreases the brightness of the
radiance at the surface according to the distance of the surface from
the viewer. On the other hand, the single scattering results in slight
brightening and blurring of this surface radiance. Implementing the
latter effect requires a depth-dependent convolution. In this paper,
we will only consider attenuation of surface radiance, and we will
set aside a more thorough investigation of the latter effect for future
work1. The specific technical contributions of this paper are:

Explicit Compact Formula for Single Scattering: The
common approach to using single scattering is to numerically in-
tegrate brightness contributions while marching along the viewing
ray. However, this approach is too slow for interactive applications,
which require an explicit formula such as the OpenGL fog model.
One of the main contributions of this paper is the derivation of an
explicit compact formula for the single scattering from an isotropic
point source in a homogeneous participating medium, by analyti-
cally integrating the single scattering equations. Thisairlight model
(section 3) allows us to simulate effects like the glows around light
sources (figure 2b). We can also use the model to calculate the ef-
fects of scattering on the surface shading (figure 2c). These calcula-
tions are very expensive even for numerical integration, because we

1Single scattering from different surface points in the scene can partially
compensate for the loss of brightness due to attenuation. Neglecting this can
produce consistently darker images, especially for indoor scenes.

must consider incident airlight from the entire visible hemisphere.
However, they can be directly implemented using our explicitsur-
face radiance model(section 4).

Implementation on Programmable Graphics Hardware:
We speculate that an explicit formula for the single scattering in-
tegrals has previously not been derived because of the complexity
of the calculations involved. In this paper, we reduce these dif-
ficult integrals to a combination of analytic functions that depend
only on the physical parameters of the problem, and a few lookups
of tabulated 2D functions, that have no simple analytic form, but
are smooth and purely numerical—independent of the physical pa-
rameters. The numerical functions can be precomputed and stored
as 2D texture maps, and the entire analytic computation and table
lookups can be implemented in simple pixel or vertex shaders in
modern programmable graphics hardware (section 5).

Extensions to Complex Lighting and BRDFs: It is also
possible to extend our airlight and surface radiance models to in-
corporate more complex illumination models and material proper-
ties (section 6). Mathematically, we derive a point-spread function
(PSF) to represent the glow around a light source. We can con-
volve an environment map with this PSF to get the appearance of
a foggy scene under natural lighting. We can also use a frequency
domain spherical harmonic representation to enable rendering with
arbitrary BRDFs, and add in shadows and interreflections with pre-
computed radiance transfer methods. This approach enables meth-
ods such as environment mapping and precomputed radiance trans-
fer to be used with volumetric scattering effects for the first time.

Our goal is to achieve interactive rendering of participating
media. To enable this, and derive an explicit compact expres-
sion that can be implemented in real-time, we make a number
of assumptions—isotropic point light sources, homogeneous me-
dia, the single scattering approximation, and no cast or volumetric
shadows (shadows can, however, be added using precomputed light
transport methods). More complex and general scattering effects
are certainly desirable in many situations, but are not possible to
obtain at real-time rates for general scenes. On the other hand, our
method captures most of the important visual effects of scattering,
while being very simple to add to any interactive application.

2 Related Work

The literature on simulating volumetric effects is large, going back
to [Blinn 1982], and we only discuss important representative pa-
pers. Most techniques are based on numerical or analytic approx-
imations to the radiative transfer equation [Chandrasekhar 1960].
Monte Carlo ray tracing methods were adapted by computer graph-
ics researchers to render impressive effects including multiple scat-
tering and non-homogeneous media [Kajiya and Herzen 1984; Max
1994; Jensen 2001]. However, such methods can take hours to ren-
der a single image. To speed up rendering, numerical methods that
only simulate single scattering have also been proposed [Pattanaik
and Mudur 1993; Nakamae et al. 1990; Sakas 1990; Rushmeier
and Torrance 1987]. However, they still require significant running
times, and are not suitable for interactive applications.



Hardware-accelerated numerical methods: A number of
recent hardware-accelerated techniques can significantly decrease
the running times of numerical simulations, although they are still
usually not fast enough for many interactive applications such as
games. Dobashi et al. [2002] describe a multi-pass rendering tech-
nique that numerically integrates the single scattering equations,
using graphics hardware to accumulate the results at a number of
planes in the scene, similar to volume rendering. Harris and Las-
tra [2001] render clouds by including a forward scattering term in
addition to single scattering. Note that their method is geared to-
ward the case when the viewer is far from the clouds, and they
apply a different and slower approach when the viewer and scene
are immersed inside the medium, as is the scenario in our work.

These methods are intended to apply to specific phenomena like
the sky or clouds [Dobashi et al. 2002; Riley et al. 2004; Harris
and Lastra 2001]. This allows them to make use of complex tabular
volume specifications, precomputed lighting solutions or multipass
rendering techniques to produce effects including inhomogeneous
media and simple heuristics for multiple scattering. They allow
for viewpoint, and in a few cases interactive lighting variation, but
usually fix the medium properties and scene specification.

In contrast, our technique, while focusing on homogeneous me-
dia and single scattering, can be encapsulated in a simple shader for
general scenes, and allows for real time variation of the viewpoint,
lighting, scattering properties of the medium, and even scene geom-
etry and reflectance. Another major benefit of our method is that it
addresses the effects of scattering on surface shading (figure 2c)
and complex lighting like environment maps. These effects are not
included in previous methods because they are difficult to numeri-
cally simulate efficiently, requiring an integration over all incident
scattered lighting directions at each surface point.
Analytically based methods: The diffusion approximation for
optically thick media was applied to subsurface scattering [Stam
1995; Jensen et al. 2001]. An analytic form for the single scattering
term was also derived by Hanrahan and Krueger [1993]. However,
the problem we are solving is very different from that of subsur-
face scattering, where the light sources and viewer are outside the
medium. In our case, both the sources and viewer are immersed
inside the medium. Also, unlike in the case of diffusion, we are
interested in strongly directional effects like glows around sources.

Analytic expressions for airlight with directional light sources,
based on the derivation by Koschmeider [1924], are used frequently
for rendering skies [Preetham et al. 1999; Hoffman and Preetham
2003; Narasimhan and Nayar 2002]. However, our focus is differ-
ent. We wish to derive an analytic model with “near-field” point
sources, which is a significantly more complex lighting situation as
compared to distant lighting (collimated beams).

Analytic expressions for the glows around point light sources
inside homogeneous media have also been derived [Max. 1986;
Biri et al. 2004; Narasimhan and Nayar 2003]. Therefore, those
methods could be used to render glows in real time. However, it
is not clear how to extend them to a complete real-time rendering
system that also considers the effects of airlight on surface shading,
or handles complex environment map lighting. Furthermore, their
derivations involve approximations that are not feasible in several
common rendering scenarios. For instance, the model derived by
Max [1986] does not take into account attenuation. Biri et al. [2004]
use a polynomial approximation to single scattering which results
in inaccurate glows along viewing directions near the source. The
multiple scattering model in [Narasimhan and Nayar 2003] is not
strictly valid when objects are present in the medium, especially
near the sources (as is generally true in most common scenes), or for
optically thin media. Further, the integration required for surface
radiance cannot be computed analytically or simulated numerically
at interactive rates.

3 The Airlight Model
In this section, we will derive an explicit model for the single scat-
tered radiance at a viewer, due to an isotropic point light source,
assuming that both the viewer and the source are immersed in a ho-
mogeneous scattering medium. Consider the scenario illustrated in

s,v, p Subscripts for Source, Viewer, surface Point
γ Angle between light source and viewing ray
Dsv Distance between source and viewer
Dvp Distance between viewer and closest surface point
Dsp Distance between source and surface point
Tsv Optical thickness between source, viewer (βDsv)
Tvp Optical thickness between viewer, surface point (βDvp)
Tsp Optical thickness between source, surface point (βDsp)
β Scattering coefficient of the participating medium
α Angle of scattering
x Distance along the ray from viewer (integration variable)
d Distance of single scattering from light source
I0 Radiant intensity of point light source
fr BRDF of surface

Figure 3:Notation used in our derivations.
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Figure 4:Diagram showing how light is scattered once and travels from a
point light source to the viewer.

figure 4 (the notations used are indicated in figure 3). The point
light source has a radiant intensityI0 and is at a distanceDsv from
the view point, making an angleγ with the viewing direction. The
radiance,L, is composed of the direct transmission,Ld, and the
single scattered radiance or airlight,La,

L = Ld +La. (1)

The direct termLd simply attenuates the incident radiance from a
point source (I0/D2

sv) by an exponential corresponding to the dis-
tance between source and viewer, and the scattering coefficient2 β ,

Ld(γ ,Dsv,β ) =
I0

D2
sv

e−βDsv ·δ (γ), (2)

where the delta function indicates that for direct transmission, we
receive radiance only from the direction of the source (no glows).

3.1 The Airlight Integral

We focus most of our attention on the airlightLa. The standard ex-
pression [Nishita and Nakamae 1987] is given by an integral along
the viewing direction,

La(γ ,Dsv,Dvp,β ) =
∫ Dvp

0
βk(α) · I0 ·e−βd

d2 ·e−βxdx, (3)

whereDvp is the distance to the closest surface point along the
viewing ray or infinity if there are no objects in that direction, and
k(α) is the particle phase function. The exponential attenuation
corresponds to the total path length traveled,d+x. The two param-
etersd and angleα in the integrand depend onx. In particular,d is

2When there is light absorption in addition to scattering,β is called the
extinction coefficient and is given by the sum of the scattering and absorp-
tion coefficients. In this paper, we simply refer toβ as the scattering coeffi-
cient, and it is straightforward to include absorption in our models.
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2 . The plot shows that the function is well-behaved and smooth and
can therefore be precomputed as a 2D table. As expected from the definition
in equation 10, the function decreases asu increases, and increases asv
increases. The maximum value in the plot above therefore occurs at(u =
0,v= π

2 ). Also note from equation 10, that foru= 0, there is no attenuation
so the function is linear inv.

given by the cosine rule as

d =
√

D2
sv+x2−2xDsvcosγ . (4)

Let us now substitute equation 4 into equation 3. For now, we
also assume the phase functionk(α) is isotropic and normalized
to 1/4π (our approach can also be generalized to arbitrary phase
functions—see appendix D on CDROM). In this case,

La(γ ,Dsv,Dvp,β ) =
β I0
4π

∫ Dvp

0

e−β
√

D2
sv+x2−2xDsvcosγ

D2
sv+x2−2xDsvcosγ

·e−βxdx.

(5)
We refer to this equation as theairlight single scattering integral
and next focus on simplifying it further to derive an explicit form.

3.2 Solution to the Airlight Integral

We take a hybrid approach to solve equation 5. The key result is
that this integral can be factorized into two expressions—(a) anan-
alytic expressionthat depends on the physical parameters of the
scene and (b) a two-dimensional numerically tabulated function that
is independentof the physical parameters. Essentially, this factor-
ization enables us to evaluate the integral in equation 5 analytically.
A high-level sketch of the derivation is given below and detailed
simplifications are included in appendix A.

STEP 1. Reducing the dimensions of the integral: Since
the integral in equation 5 depends on 4 parameters, our first step
is to apply a series of substitutions that reduce the dependency of
the integrand to only one parameter. For this, we first write the
expressions in terms of optical thicknessesT∗ = βD∗ andt = βx.
In most cases, this eliminates the separate dependence on bothβ
and the distance parameters, somewhat reducing the complexity,
and giving us a simpler intuition regarding the expression’s behav-
ior. Then, we combine the dependence onTsv andγ by making the
substitutionz= t−Tsvcosγ , to obtain

La(γ ,Tsv,Tvp,β )=
β 2I0
4π

e−Tsvcosγ
∫ Tvp−Tsvcosγ

−Tsvcosγ

e−z−
√

z2+T2
svsin2 γ

T2
svsin2 γ +z2

dz.

(6)
Now, the integrand really depends on only one physical parameter
Tsvsinγ, beginning to make the computation tractable.

It is possible to further simplify equation 6, as described in ap-
pendix A. To encapsulate the dependence on the physical parame-
ters of the problem, we define the following two auxiliary expres-
sions, corresponding respectively to the normalization term outside
the integrand, and the single physical parameter in the integrand,
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esting to note that for very high optical thicknesses (Tsv > 20), attenuation
dominates over scattering and once again the RMS errors decrease.

Tsvsinγ:

A0(Tsv,γ ,β ) =
β 2I0e−Tsvcosγ

2πTsvsinγ
(7)

A1(Tsv,γ) = Tsvsinγ . (8)

It is then possible to derive, as shown in appendix A, that

La = A0(Tsv,γ ,β )
∫ π

4 + 1
2 arctan

Tvp−Tsvcosγ
Tsvsinγ

γ/2
exp[−A1(Tsv,γ) tanξ ]dξ .

(9)
Although equation 9 might seem complicated, it is really in a

simplified form. We already have simple analytic expressions for
A0 andA1. Further, the functionA1 is a numerical constant as far
as the integration is concerned.

STEP 2. Evaluating the integral using a special function:
To encapsulate the key concepts in the integrand of equation 9, we
define the special function,

F(u,v) =
∫ v

0
exp[−utanξ ]dξ . (10)



Figure 8: The images show glows around three identical point light sources (street lamps) at different distances from the viewer. From left to right, we show
three different values of the scattering coefficientβ (β = 0,0.01,0.04). Larger values ofβ correspond to larger optical thicknessesTsv. We clearly see the
effect of greater glows for largerβ . Also, the radiance from farther light sources is attenuated more in each individual image, resulting in smaller glows for
the farther lights. In the fourth (rightmost) image, we show a different view withβ = 0.04, where all the light sources are approximately equidistant, with the
result that they have similar glows. (The shading on the surfaces is computed using the surface radiance model in section 4.)

Unfortunately, there exists no simple analytic expression for
F(u,v). However, the function is a well behaved 2D function as
shown in figure 5. Therefore, we can simply store it numerically
as a 2D table. This is really no different from defining functions
like sines and cosines in terms of lookup tables. In practice, we will
use texture mapping in graphics hardware to access this 2D table.
Note thatF(u,v) is purely numerical (independent of the physical
parameters of the problem), and thus needs to be precomputed only
once.

Finally, we can obtain forLa(γ ,Tsv,Tvp,β ),

La = A0

[
F(A1,

π
4

+
1
2

arctan
Tvp−Tsvcosγ

Tsvsinγ
)−F(A1,

γ
2
)
]
, (11)

where we have omitted the parameters forLa, A0 andA1 for brevity.
In the important special case ofTvp = ∞, corresponding to no

objects along the viewing ray, we getLa(γ ,Tsv,∞,β ) as

La = A0(Tsv,γ ,β )
[
F(A1(Tsv,γ),

π
2

)−F(A1(Tsv,γ),
γ
2
)
]
. (12)

In summary, we have reduced the computation of a seemingly
complex single scattering integral in equation 5 into a com-
bination of an analytic function computation that depends on
the physical parameters of the problem and a lookup of a pre-
computed 2D smooth function that is independent of the phys-
ical parameters of the problem. In the rest of the paper, we will
demonstrate several extensions and applications of our model.

3.3 Accuracy of the Airlight Model

We first investigate the accuracy of our analytic model as compared
to numerically integrating equation 5. Figure 6 shows plots of the
mean error inLa as a function of the resolution of the 2D numerical
table for the special functionF(u,v). We use interpolation to eval-
uateF(u,v) at non-grid locations for the indices(u,v) (bilinear and
nearest neighbor interpolations are shown in figure 6). For each
resolution, the error computed is averaged over40000sets of pa-
rameter values forβ , Dsv, Dvp, γ . The error bars in the figure show
the standard deviation of the errors. The plots indicate that even a
low resolution64×64 table suffices to computeF(u,v) accurately,
with a maximum error of less than 2%. As expected, bilinear in-
terpolation performs better, but, for faster rendering, one can use
nearest neighbor interpolation with only a small loss in accuracy.

We also validate the accuracy of the single scattering assumption
in our airlight model. Figure 7 shows the relative RMS errors be-
tween glows around light sources computed using our model and a
standard volumetric Monte Carlo approach that takes into account
multiple scattering as well. The Monte Carlo simulation took ap-
proximately two hours to compute each glow, whereas our explicit
model runs in real-time. The comparison was conducted for optical
thicknesses over a wide rangeTsv∈ (0.25,25) andTvp ∈ (0.5,50),
which covers almost all real situations. As expected, for optically
thin media (Tsv≤ 2), our model is very accurate (less than4%rela-
tive RMS error). Interestingly, even for greater optical thicknesses
(Tsv > 2), the error only increases slowly. Thus, our single scatter-
ing model may be used as a viable approximation for most common

real-time rendering scenarios, such as games.

3.4 Visual Effects of the Airlight Model

The dependence of the model on the viewing directionγ and the
distance of the source from the observerDsv, predicts visual effects
like the glows around light sources and the fading of distant ob-
jects. As discussed above, these effects are physically accurate for
thin fog (low β andT), and qualitatively reasonable in other cases.
In figure 8, we also see how these glows change as a function of
the medium properties (the scattering coefficientβ ) and distance
to the sources. Asβ increases, we go from no glow (β = T = 0)
to a significant glow due to scattering. The differences in the 3
light sources should also be observed. The farther lights are attenu-
ated more, and we perceive this effect in the form of reduced glows
around more distant sources. The final (rightmost) image in figure 8
shows a different viewpoint, where the sources are at approximately
the same distance, and the glows therefore look the same.

4 The Surface Radiance Model

In this section, we discuss the effects of airlight on the outgoing
surface radiance. Consider the illustration in figure 9, where an
isotropic point light sources illuminates a surface pointp. We will
calculate the reflected radiance at the surface. To get the actual ap-
pearance at the viewer, we need to attenuate byexp[−Tvp] as usual,
whereTvp is the optical thickness between viewer and surface point.

The reflected radianceLp is the sum of contributions,Lp,d and
Lp,a, due to direct transmission from the source, and single scat-
tered airlight from the source respectively,

Lp = Lp,d +Lp,a. (13)

The direct transmission corresponds to the standard surface re-
flectance equation, only with an attenuation ofexp[−Tsp] added be-
cause of the medium, whereTsp is the optical thickness between the
source and the surface point:

Lp,d =
I0e−Tsp

D2
sp

fr (θs,φs,θv,φv)cosθs, (14)

where fr is the BRDF,(θs,φs) is the direction to the source, and
therefore also the incident direction, and(θv,φv) is the viewing di-
rection. All angles are measured with respect to the surface normal,
in the local coordinate frame of the surface.

4.1 The Surface Radiance Integral

On the other hand, the single-scattered radianceLp,a is more com-
plicated, involving an integral of the airlight (La from equation 12)
over all incident directions,

Lp,a =
∫

Ω2π

La(γ ′(θs,ωi),Tsp,∞,β ) fr (θi ,φi ,θv,φv)cosθi dωi . (15)
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Figure 9:Diagram showing how light travels from a point light source to
a surface point and gets reflected towards the viewer by the surface point.

Consider the parameters ofLa in the integrand of the above equa-
tion. The angleγ ′ in this case is the angle3 between the incident di-
rectionωi and the source direction(θs,φs). Note that for isotropic
BRDFs, we can always rotate the coordinate system soφs = 0, al-
lowing us to writeγ ′(θs,ωi). Finally,La also depends on the optical
thickness between the source and the surface pointTsp (instead of
between source and viewer in equation 12).

We refer to equation 15 as thesurface radiance single scatter-
ing integral, analogous to the airlight single scattering integral in
equation 5, and next focus on deriving an explicit compact form.

4.2 Solution to the Surface Radiance Integral for
Lambertian and Phong BRDFs

First consider the Lambertian case, so the BRDF is a constantkd.
The integral will then depend only on the parameters ofLa, i.e. γ ′,
Tsp andβ . Of these, the dependency onβ is primarily a normal-
ization factor and does not affect the integrand. The angleγ ′ is a
function of the source directionθs, and the integration variableωi .
Hence, the integrand depends on only two physical variables,Tsp
andθs. Thus, as in the previous section, we can define a special
two-dimensional numerical functionG0(Tsp,θs).

For the Phong BRDF, we employ the reparameterization method
in [Ramamoorthi and Hanrahan 2002], measuring angles from the
reflection of the viewing direction about the surface normal, rather
than the surface normal itself. To indicate this, we denote byθ ′s
the angle the source makes with respect to this reflected direction.
Upon making this transformation, it can be shown that the Phong
BRDF is mathematically analogous to the Lambertian case. To al-
low for the Phong exponentn, we define the 2D functionGn instead
of G0. These functions are well-defined and smooth as shown by
the plots in figure 10. The details of these calculations are in ap-
pendix B, and the formula forGn is

Gn(Tsp,θ ′s) =
∫

Ω2π

e−Tspcosγ ′

sinγ ′
[
F(A1,

π
2

)−F(A1,
γ ′

2
)
]

cosn θi dωi ,

(16)
whereγ ′ andA1(Tsp,γ ′) are functions ofθ ′s andωi , i.e.γ ′(θ ′s,ωi).

The final shading formula, considering both direct transmission
and single scattering is then given by (derivation in appendix B):

Lp = I0kd

[e−Tsp

D2
sp

cosθs+β 2 G0(Tsp,θs)
2πTsp

]
+ (17)

I0ks

[e−Tsp

D2
sp

cosn θ ′s+β 2 Gn(Tsp,θ ′s)
2πTsp

]
. (18)

As in the airlight model derviation, we have reduced the computa-
tion of surface radiance due to single scattering to a few analytic
function evaluations and a few 2D table lookups.

3We use the prime onγ ′ to make a technical distinction from the angle
γ between the source and viewer used in the previous section. An explicit
trigonometric formula forγ ′ is given in appendix B.
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Figure 10: 3D plots of functionsG0 and Gn for n = 20 in the range of
0≤ Tsp≤ 10 and0≤ θs≤ π

2 . The plots show that both functions are well-
defined and smooth and can therefore be precomputed as 2D tables. The
functions reach their peak values forθs = Tsp = 0, decaying with increases
in both parameters. The decay is faster for the peakierG20 on the right.

(a) (b) (c)

Figure 11:Influence of scattering on Lambertian surface radiance. In the
foggy image (b), created using our surface radiance model, we see a dim-
ming due to attenuation and diffusing of shading (note the brightening of
darker areas compared to the clear day image in (a)). These effects are per-
haps more apparent in (c), where we also include airlight from the source.

(a) (b) (c)

Figure 12: Influence of scattering on specular surface radiance (top row
has Phong exponent 10, bottom has Phong exponent 20). In the foggy im-
ages (b), we see a dimming and diffusing of the specular highlight compared
to the clear-day image in (a). Note also the overall loss in color saturation
and contrast, especially in (c). These are important visual effects, usually
missing in previous interactive techniques.

4.3 Visual Effects of the Surface Radiance Model

To illustrate the different qualitative effects we see on surfaces due
to scattering, we rendered spheres with Lambertian (figure 11) and
Phong BRDFs (figure 12) using our model above. The columns
are from left to right (a) no scattering, (b) the effects of scattering
on surface shading, and (c) combining this with the airlight effects
directly from the source. For the Lambertian sphere in figure 11,
we see a dimming due to attenuation of light through the scattering
medium, and the diffusing of shading leading to a brightening of
darker shadow regions. In the specular case, we see a dimming and
diffusing out of the specular highlight due to scattering, combined
with an overall reduction in color saturation and contrast. These
are important qualitative shading effects that add to the realism of
scene appearance in scattering media.



frag2app fmain(
float4 objPos : TEXCOORD3, // 2D texture coords
...
uniform samplerRECT F, // 2D special functions
uniform samplerRECTG0,
uniform samplerRECTGn)

{
frag2app OUT; // output radiance
// Set up and calculateTsv, γ, Dsv, Tvp, θs andθ ′s

/********** Compute La from equation 11 ******/
A0 = (β ∗ I0 ∗exp[−Tsv∗cosγ ])/(2π ∗Dsv∗sinγ); // equation 7
A1 = Tsv∗sinγ ; // equation 8
v = π/4+(1/2)arctan[(Tvp−Tsv∗cosγ)/(Tsv∗sinγ)];

// v is one of texture coords
f1 = texRECT(F, f loat2(A1,v)); // 2D texture lookup
f2 = texRECT(F, f loat2(A1,γ/2));
airlight = A0 ∗ ( f1− f2); // equation 11

/********** Diffuse surface radiance from equation 17 ******/
d1 = kd ∗exp[−Tsp]∗cosθs∗ I0/(Dsp∗Dsp);
d2 = (kd ∗ I0 ∗β ∗β )/(2π ∗Tsp)∗ texRECT(G0, f loat2(Tsp,θs));
di f f use= d1 +d2;

/********** Specular surface radiance from equation 18 ******/
s1 = ks∗exp[−Tsp]∗cosn θ ′s ∗ I0/(Dsp∗Dsp);
s2 = (ks∗ I0 ∗β ∗β )/(2π ∗Tsp)∗ texRECT(Gn, f loat2(Tsp,θ ′s));
specular= s1 +s2;

/********** Final Color (equation 19) ******/
OUT.color = airlight +(di f f use+specular)∗exp[−Tvp];
return OUT;

}

Figure 13: Pseudocode for the Cg fragment shader that implements our
combined model for airlight and surface radiance.

5 The Complete Model and its Hardware
Implementation

While the mathematical derivations in the previous two sections
are somewhat involved, the actual implementation is straightfor-
ward. Our model provides an explicit form that can be easily imple-
mented in modern programmable graphics hardware. This requires
minimal changes to both the original rendering code and scene de-
scription, and can therefore be easily integrated into other existing
real-time rendering methods. Indeed, the user need only specify the
coefficientβ of the medium, as in standard OpenGL fog, and use
the shader corresponding to our model (pseudocode is in figure 13).

To compute the final appearance, we sum up the attenuated re-
flected radiance from the surface and the airlight from the source,

L = e−TvpLp +La. (19)

La is the airlight and is given by equation 11.Lp is the exitant ra-
diance at the surface and is given by equations 17 and 18.We only
need to compute a few simple analytic terms and do 4 texture
lookups for each vertex or pixel, two for special function F, and
one each forG0 and Gn (these texture lookups correspond to the
texRECT function call in the pseudocode of figure 13). Clearly,
these computations can be done by modern programable graphics
cards interactively in a single rendering pass.

In practice, we implement the model using Cg in the fragment
shader of an NVidia Geforce 6800 graphics card. The special func-
tionsF , G0 andGn are precomputed and tabulated as64×64float-
ing point textures. Since these textures are precomputed only once,
we minimize frequent data transfer between the graphics card and
main memory.

The rendering speed depends on a variety of variables, and ren-
dering time is linear in the number of light sources. As shown in
the video, we are able to achieve real-time rates even for fairly

complex scenes with several light sources. As an example, we
rendered the scene shown in figure 1, with 39,999 vertices and
66,454 triangles. We simulated the scattering effects from 4 light
sources and achieved about 20 fps using the graphics hardware
mentioned above. The model for the scene was obtained from
http://hdri.cgtechniques.com.

6 Complex BRDFs and Lighting
So far, we have considered arbitrarily located point lights, and sim-
ple Lambertian and Phong BRDFs, showing how an explicit expres-
sion can be derived and implemented. Rendering time is linear in
the number of lights. In this section, we show how these ideas can
be extended to efficiently handle complex BRDFs and environment
map lighting using convolution, if we are willing to make particular
simplifying assumptions. We first introduce the notion of a point-
spread function (PSF) for the radiance or glow from a point source
due to single scattering. This is similar in spirit to the PSFs derived
by Narasimhan and Nayar [2003] and Premoze et al. [2004] in the
context of multiple scattering for offline rendering. We will then
discuss a number of applications including

• Rendering arbitrary BRDFs with point light sources, by con-
volving the BRDF with this PSF, as shown in figure 14. This
approach can be used if we are willing to precompute a tab-
ular BRDF representation, instead of using a simple explicit
formula, as for Lambertian and Phong BRDFs.

• Convolving an environment map with the PSF to efficiently
handle very complex lighting (with possibly thousands of
lights, corresponding to the pixels of an environment map).
This convolution is possible if we assume that all light sources
are equally far away, as in a distant environment map. This
enables us to obtain the characteristic glows and blurriness
around light sources on foggy days, as shown in figure 15.

• Integrating volumetric scattering into precomputed radiance
transfer methods that include complex lighting, realistic ma-
terials, cast shadows and interreflections (figure 16). The idea
of convolving with the point-spread function can be applied to
almost any technique that uses environment maps, enabling
environment mapping and precomputed radiance transfer to
be used in participating media for the first time.

Throughout the section, we apply the signal-processing results of
Ramamoorthi and Hanrahan [2001] and Basri and Jacobs [2003] to
efficiently compute the convolutions in the frequency domain using
spherical harmonics.

6.1 Airlight Point Spread Function (PSF)

In section 3, we determined the radianceLa(γ ,Dsv,Dvp,β ) from a
point source reaching a viewer, due to single scattering. If we fix
the distance to the sourceDsv, the integrating distanceDvp, and
the scattering coefficientβ of the medium, the radiance becomes a
function only of the angleγ. We normalize this function byI0/D2

sv
to account for the intensity of the source, and define the PSF as

PSF(γ)Dsv,Dvp,β =
D2

svL(γ,Dsv,Dvp,β )
I0

. (20)

Since the PSF is mostly applied for surface shading, we will gener-
ally setDvp = ∞, as in section 4.

6.2 Empirical PSF factorization for Speedup

The PSF defined above still depends on the parameters of the
medium such as the coefficientβ . So, changing these parameters
changes the PSF and requires us to redo any convolutions. How-
ever, we have observed empirically that the PSF above can be fac-
tored intoa purely angular component that is independent of
the medium parameters and an amplitude component that de-
pends on the medium parameters. This factorization enables us



Figure 14: [Left] A teapot rendered using the measured blue metallic
BRDF. [Right] The teapot as it appears in a scattering medium. The bright-
ening of darker regions, and softening of shading, is clearly visible.

to change the medium parameters interactively without having
to re-compute the PSF or redo any convolutions.Specifically,

NPSF(γ) =
F(sinγ , π

2 )−F(sinγ , γ
2)

2π sinγ ·e(cosγ−1) (21)

PSF(γ)Dsv,∞,β = Tsve
−Tsv ·NPSF(γ), (22)

whereNPSFhas only angular dependence, independent of other
physical parameters. In appendix C, we derive and validate this
approximation, showing plots that indicate there is little noticeable
numerical error.

6.3 Rendering with arbitrary BRDFs

We can use convolution with the PSF to render with arbitrary tab-
ulated BRDFs, such as measured reflectance. For each outgoing
direction, we tabulate the BRDF as a function over the sphere of
incident directions. A new effective BRDF can be obtained for that
outgoing direction by convolving this function with the PSF.

Mathematically, we first write the (isotropic) BRDF in terms of
spherical harmonic coefficients for each outgoing angle as

ρorig(θi ,θo,φ) = ∑
l ,m

ρorig
lm

(θo)Ylm(θi ,φ), (23)

whereρorig
lm

are the coefficients, andYlm is the spherical harmonic.
To perform the convolution [Ramamoorthi and Hanrahan 2001], we
multiply the coefficientsρorig

lm
of the original BRDF by the corre-

sponding coefficients of the point-spread function4 PSFl ,

ρeff
lm (θo) =

√
4π

2l +1
PSFl ρ

orig
lm

(θo). (24)

Then, we can use the effective BRDF to compute the reflected ra-
diance due to airlight, and the original BRDF for the reflected ra-
diance due to direct transmission. Thus, standard rendering algo-
rithms can be executed with only slight modification and at virtually
no additional cost. Note however, that while our previous formu-
lae for Lambertian and Phong models required no precomputations,
the convolution approach requires precomputation of the spherical
harmonic coefficients for a collection of outgoing angles.

Figure 14 shows images rendered with the Blue metallic BRDF
measured by Matusik et al. [2003]. In the left image, we simply
render a tabular description of the BRDF without scattering. In the
right image, we use the formula above to compute a new effective
tabulated BRDF, including the effects of airlight. The brightening
of darker regions owing to scattering is clearly visible on the right.

6.4 Rendering with Environment Maps

Our point spread function can be applied directly to environment
maps, with the effects of scattering obtained by convolving the en-
vironment map with the PSF. To use a single PSF for all sources,
we must assume that the lighting is made of small equidistant light

4Since the PSF is radially symmetric, depending only onγ, only spheri-
cal harmonic coefficients with m = 0 are nonzero.

Figure 15: [Top] Grace cathedral environment map with no scattering.
[Middle] The environment map is convolved with the airlight single scatter-
ing PSF to create a foggy/misty appearance. Notice the glows around the
light sources, the blurring of the sources and the brightening of dark areas.
[Bottom] A scene illuminated by the environment map without scattering
(left) and with scattering (right). Notice the spreading of the highlights and
brightening of the spheres due to scattering.

sources (fixedDsv). This is a good approximation when the size of
the objects is small compared to the distance to the environment5.

We first consider simply looking at the environment, where we
would like to see the glows around the bright light sources, to create
the effects of foggy or misty appearance. To achieve this effect, we
simply need to convolve the environment map with the PSF,

Lconvolved
lm =

√
4π

2l +1
PSFl L

original
lm

. (25)

Furthermore, similar to equation 1, we can simply use a combi-
nation of the original attenuated environment mapLattenuated(for
direct transmission, and corresponds toLd in equation 1) and the
convolved versionLconvolvedabove (for airlight, and corresponds to
La in equation 1) to compute the surface shading,

L f inal = Lattenuated+Lconvolved (26)

Lattenuated = Loriginale−Tsv. (27)

Figure 15 shows results obtained by convolving the Grace Cathe-
dral environment map [Debevec 1998] with the single scattering
PSF. The blurring of light sources and the overall increase in bright-
ness in dark regions can be immediately seen. Below that, we com-
pare the appearances of spheres rendered illuminated by this envi-
ronment map with and without scattering. Notice the spreading of
highlights and the brightening of the objects.

5Note that while this assumption is similar to standard environment map-
ping, our PSF requires us to specify a finite (but possibly large)Dsv.



Figure 16:[Left] A scene rendered using precomputed radiance transport, to capture the complex shadows and specular surface BRDFs. [Middle] The same
scene rendered as though it was immersed in a scattering medium, with the observer close to the object. Notice the blurring and fogging of the environment
in the background. In the insets, we see a number of shading changes, such as the brightening of dark regions in the face because of the scattering of light,
the attenuation due to dimming and diffusing of specular highlights on the base, and the softening of shadows on the plane. [Right] The same scene including
effects of airlight between viewer and object (as if the viewer were far away, seeing the Buddha through fog). Note the loss in contrast and saturation.

6.5 Precomputed Radiance Transfer

The traditional environment map rendering techniques do not take
shadows or interreflections into account. Precomputed radiance
transport methods [Sloan et al. 2002] compute the visibility in an
off-line manner, followed by interactive rendering. To add partici-
pating media, we only need to convolve the lighting (environment
map) with our PSF and use the result as input to the existing pre-
computed radiance transfer techniques. To demonstrate this, we
used the technique of [Wang et al. 2004; Liu et al. 2004], which
handles non-diffuse objects under all-frequency environment illu-
mination using a separable BRDF approximation.

We show the result of the Happy Buddha model rendered with
the Ashikhmin-Shirley BRDF [2000] in figure 16. The left image is
the standard result with no scattering. In the middle image, we show
a view of the Buddha, where we include the effect of airlight from
the environment on surface appearance, but there is no attenuation
or scattering between the viewer and object itself (as if the observer
were very close to the Buddha). We clearly see the foggy appear-
ance of the background and the glows or airlight due to the light
sources. On the face of the Buddha, we see a brightening of darker
regions, along with a dimming and diffusing of specular highlights.
A similar effect is seen on the base, where the dimming and diffus-
ing of highlights reduces saturation and contrast. Finally, the shad-
ows on the plane are blurred out, with a considerable softening and
loss of detail. In the right image, there is also scattering or airlight
between the object and the viewer (as if the observer were far away
and seeing the Buddha through fog). This leads to a further loss
of detail and contrast, so that the original glossy appearance of the
object is essentially lost.

7 Conclusions and Future Work

We have presented a simple method to add the effects of participat-
ing media to interactive applications. Our approach can be easily
implemented in programmable graphics hardware and leads to a
number of new effects in the real-time domain, such as interactive
rendering with glows around light sources, the effects of scatter-
ing on surface shading, environment maps, and precomputed light
transport. The key insight is a new analytic model for integrating
the light transport equations assuming single scattering, which can
also be extended to predict the impact of scattering or airlight on

the inherent appearance of surfaces.
More broadly, this paper indicates the power of using explicit

formulae to simulate difficult effects like volumetric scattering,
speeding up such a process by many orders of magnitude. We
do sacrifice some generality, considering only isotropic point light
sources, single scattering, homogeneous media, and excluding most
cast and volumetric shadowing, but believe this is a worthwhile
tradeoff to enable a simple technique that achieves real-time rates.

Future work can follow many avenues. For instance, we can
attempt to extend our theoretical model to consider non-isotropic
light sources (like spotlights) and inhomogeneous media. Our pre-
liminary work in this area indicates that some of these generaliza-
tions, while relatively simple in standard surface calculations, are
rather non-trivial for volumetric media. However, we believe that
many common cases can be addressed by extensions of the basic
methods proposed in this paper. In general, we believe that analytic
models of difficult to simulate volumetric phenomena are critical to
achieving efficient renderings for real-time applications.
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Appendix A:Solution to Airlight Integral We start the derivation
from equation 5.

La =
β I0
4π

∫ Dvp

0

e−β
√

D2
sv+x2−2xDsvcosγ

D2
sv+x2−2xDsvcosγ

·e−βxdx (28)
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Figure 17:[Left] Plot of PSF(γ)Dsv,∞,β normalized byTsve−Tsv for different optical

thicknessesTsv ranging from 0.1 to 3.1. After normalization, the PSF depends onγ and

is largely independent ofTsv. This implies that we can factor it into a purely angular

component and an amplitude component depending onTsv. [Right] The average and

standard deviation of the absolute error of the empirical PSF. While the error increases

for smaller anglesγ , it remains well below 0.05.

——>substituteT∗ = βD∗ andt = βx

=
β 2I0
4π

∫ Tvp

0

e−
√

T2
sv+t2−2tTsvcosγ

T2
sv+ t2−2tTsvcosγ

·e−t dt (29)

——>substitutez= t−Tsvcosγ

=
β 2I0e−Tsvcosγ

4π

∫ Tvp−Tsvcosγ

−Tsvcosγ

e−
√

z2+T2
svsin2 γ

z2 +T2
svsin2 γ

·e−zdz (30)

——>substitutez= Tsvsinγ tanη

=
β 2I0e−Tsvcosγ

4πTsvsinγ

∫ arctan
Tvp−Tsvcosγ

Tsvsinγ

γ− π
2

e−Tsvsinγ 1+sinη
cosη dη (31)

——>substituteη = 2ξ − π
2

=
β 2I0e−Tsvcosγ

2πTsvsinγ

∫ π
4 + 1

2 arctan
Tvp−Tsvcosγ

Tsvsinγ

γ/2
exp[−Tsvsinγ tanξ ]dξ , (32)

from which we obtain equation 9.

Appendix B: Formula for Lambertian and Phong BRDFs
Here, we derive the expression for Lambertian and Phong BRDFs. We
first consider the Lambertian BRDF, beginning with equation 15, Note
that in the derivation below,γ ′ is given from trigonometry byγ ′(θs,ωi) =
cosθi cosθs+sinθi sinθscosφi .

Lp,a =
∫

Ω2π

La(γ ′(θs,ωi),Tsp,∞,β ) fr (θi ,φi ,θv,φv)cosθi dωi (33)

——>substitute equation 12 forLa and a constantkd for fr

=
∫

Ω2π

A0(Tsp,γ ,β )
[
F(A1(Tsp,γ ′),

π
2

)−F(A1(Tsp,γ ′),
γ ′

2
)
]
kd cosθi dωi(34)

——>substitute equation 7 forA0 and take constants out of integration

=
β 2I0kd

2πTsp

∫

Ω2π

e−Tspcosγ ′

sinγ ′
[
F(A1(Tsp,γ ′),

π
2

)−F(A1(Tsp,γ ′),
γ ′

2
)
]

cosθi dωi

=
β 2I0kd

2πTsp
G0(Tsp,θs). (35)

For the Phong BRDF after reparameterization, instead ofkd cosθi , we will
obtainkscosn θi , wheren is the Phong exponent. This can be handled ex-
actly as above, simply replacingG0 with Gn.

Appendix C:Empirical PSF factorization The empirical PSF
factorization is inspired by the observation that after being normalized by
Tsve−Tsv, the PSF becomes essentially independent of the medium physical
parameters (optical thickness) and largely depends on angleγ as shown in
figure 17 (left). This implies we can factor the PSF into a purely angular
component and an amplitude component that depends on the medium pa-
rameters. We define the angular componentNPSF(γ) as thePSF(γ)Tsv=1

normalized byTsve−Tsv and define the amplitude component as the normal-
ization factorTsve−Tsv. Then, the PSF can be expressed using these two
terms as in equation 22. The absolute approximation error is plotted in fig-
ure 17 (right) for 11 different optical thickness ranging from 0.1 to 3.1.



Appendix D: Extension to General Phase Functions It is
well known that phase functionsk(α) of most media can be written as poly-
nomials ofcosα [?; Chandrasekhar 1960],

k(α) =
n

∑
k=0

Wk cosk α , (36)

whereWk’s are coefficients of the polynomial. Then, we get a sum of inte-
grations, each of which resembles equation 5:

La(γ,Dsv,Dvp,β ) =
n

∑
k=0

Wk

∫ Dvp

0
β cosk α · I0 ·e−βd

d2 ·e−βxdx, (37)

where, the angleα is given from trigonometry by α = π −
cos−1 x−Dsvcosγ√

D2
sv+x2−2xDsvcosγ

. Thus, for each termLa,n, we apply essentially

the same steps as in Appendix A through equations 28 to 32:

La,n =
(−1)kβ I0

4π

∫ Dvp

0
cosk α

e−β
√

D2
sv+x2−2xDsvcosγ

D2
sv+x2−2xDsvcosγ

·e−βxdx (38)

——>substitute forα

=
(−1)kβ I0

4π

∫ Dvp

0

(x−Dsvcosγ)ke−β
√

D2
sv+x2−2xDsvcosγ

(D2
sv+x2−2xDsvcosγ)1+k/2

·e−βxdx (39)

——>substituteT∗ = βD∗ andt = βx

=
(−1)kβ 2I0

4π

∫ Tvp

0

(t−Tsvcosγ)ke−
√

T2
sv+t2−2tTsvcosγ

(T2
sv+ t2−2tTsvcosγ)1+k/2

·e−t dt (40)

——>replacet−Tsvcosγ with z

=
(−1)kβ 2I0e−Tsvcosγ

4π

∫ Tvp−Tsvcosγ

−Tsvcosγ

zke−
√

z2+T2
svsin2 γ

(z2 +T2
svsin2 γ)1+k/2

·e−zdz (41)

——>substitutez= Tsvsinγ tanη

=
(−1)kβ 2I0e−Tsvcosγ

4πTsvsinγ

∫ arctan
Tvp−Tsvcosγ

Tsvsinγ

γ− π
2

sink ηe−Tsvsinγ 1+sinη
cosη dη (42)

——>substituteη = 2ξ − π
2

=
β 2I0e−Tsvcosγ

2πTsvsinγ

∫ π
4 + 1

2 arctan
Tvp−Tsvcosγ

Tsvsinγ

γ/2
cosk 2ξ ·exp[−Tsvsinγ tanξ ]dξ .

(43)

Then, as before, the expression for general phase functions can be written
using the special functionFk(u,v) (analogous toF(u,v)),

Fk(u,v) =
∫ v

0
cosk 2ξ exp[−utanξ ]dξ . (44)

Thus, ifn terms of the phase function are used, we need to storen 2D tables.
In practice, since a small value forn (typically n≤ 3) typically suffices to
represent most phase functions, only a few 2D tables need to be stored.


