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Abstract—The shape from focus method presented here uses different focus levels to segment parts of object images. The semi-modified-Lagrangean (SML) operator is developed to provide local measures of the quality of focus. The operator is applied to the image sequence to determine a set of focus measures at each image point. A depth estimation algorithm interprets a small number of focus measure values to obtain accurate depth estimates. A fully automated shape from focus system has been implemented using an optical microscope and tested on a variety of biological samples. Experimental results are presented that demonstrate the accuracy and robustness of the proposed method. These results suggest shape from focus to be an effective approach for a variety of challenging visual inspection tasks.

Index Terms—Defocus, focus operator, focus measure function, depth estimation, roughness and texture, automatic shape from focus.

I. INTRODUCTION
Several recovery methods for diffuse and specular surfaces have been developed in the past. The recovery problem associated with rough surfaces, however, has not received sufficient attention. All surfaces encountered in practice are rough at some level of detail. At that level, they exhibit high-frequency spatial surface variations that are often random in nature. In many vision applications, the spatial surface variations are comparable in dimensions to the resolution of the imaging system. This is most often the case with microscopic objects where a few microns of surface area can occupy an entire
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digital image image intensities produced by such surfaces vary in an unpredictable manner from one sub-visible element (pixel) to the next. Hence, it is difficult to obtain dense and accurate surface shape information by using existing passive and active sensing techniques, such as, for example, shape from shading, photometric stereo, and structured light. A practical and reliable solution to this rather difficult problem is therefore desirable.

In this correspondence, we focus on the shape recovery technique that uses focus analysis to compute dense depth maps of rough textured surfaces. Focusing mechanisms play a vital role in the human vision system [8]. However, focus analysis alone does not serve as a reliable means of shape recovery. This limitation applies to machine vision as well. Previously, focus analysis has been used to automatically focus imaging systems [5], [17], [7], [10], [14], [9], or to obtain sparse depth information from the observed scene [9], [13], [8], [2], [15], [16], [11], [3]. In the context of general scenes, focus analysis may be used to provide the richness of information often required for scene interpretation. Here, we show that focus analysis can be put in great use by restricting ourselves to a particulate class of surfaces. These are surfaces that produce textured images either due to their roughness or due to reflective variations.

We begin by reviewing the image formation process and show that a defocused imaging system plays the role of a low-pass filter. The shape-from-focus method makes the unknown object with respect to the imaging system and obtains a sequence of images that correspond to different levels of object focus. The semi-modified-Lagrangean (SML) operator is developed to measure the relative degree of focus between images. The operator is applied to the image sequence to obtain a set of focus measures at each image point. We show that focus measures vary due to defocusing and can be approximated using a Gaussian model. This model is used to interpret a small number of focus measures to obtain accurate depth estimates. Based on these ideas a fully automated shape-from-focus system has been developed. The system is applicable to objects that are up to a few hundred microns in size. An optical microscope is used to image the object. The translation stage of the microscope is motorized to enable controlled movement of the unknown object through the plane of focus of the imaging system. We conclude the correspondence with experiments conducted on industrial samples and a discussion on the proposed method.

II. FOCUSED AND DEFOCUSED IMAGES
Fundamental to the concept of recovering shape by focus analysis is the relationship between focused and defocused images of a scene. In this section, we briefly review the image formation process and describe defocused images as processed versions of focused ones. A detailed discussion on this topic can be found in [1]. Figure 1 shows the basic image formation geometry. All light rays that are reflected by the object point P and intercepted by the lens are refracted by the lens to converge at the point Q on the image plane. For a thin lens, the relationship between the object distance d, the focal distance f, and the image distance i, is given by the Gaussian lens law:

\[ \frac{1}{d} + \frac{1}{f} = \frac{1}{i} \]  
(1)

Each point on the object plane is projected onto a single point on the image plane. This point, \( \text{Q}(d, i, f) \), is to be formed on the image plane. If, however, the sensor plane does not coincide with the image plane and is displaced from it by a distance
the energy received from the object by the lens is distributed over a circular patch on the sensor plane. Fig. 1 may be used to establish the following relationship between the radius \( r \) of the circular patch and the sensor displacement \( \delta \):
\[
\frac{r}{\delta} = \frac{R}{2} \tag{2}
\]

where \( R \) is the radius of the lens. It is also possible to convince oneself that the radius \( r \) of the patch is independent of \( P \)’s location on the object plane. The distribution of light energy over the patch, or the blurring function, can be accurately modeled using physical optics [1]. Very often, a two-dimensional Gaussian function is used to approximate the physical model [13]. Then, the blurred or defocused image \( I(x, y) \) formed on the sensor plane can be described as the result of convolving the focused image \( I_0(x, y) \) with the blurring function \( K(x, y) \):
\[
I(x, y) = h(x, y) * I_0(x, y) \tag{3}
\]

where
\[
h(x, y) = \frac{1}{\pi \delta^2} \exp\left(-\frac{x^2+y^2}{2\delta^2}\right) \tag{4}
\]

The spread parameter, \( \sigma \), is assumed to be proportional to the radius \( r \) [15]. The constant of proportionality is dependent on the imaging optics and the image sensor. We will see shortly that the value of this constant is not important in our approach. Note that defocusing is observed for both positive and negative sensor displacements.

Now consider the defocusing process in frequency domain \((\omega, \nu)\). If \( I_0(\omega, \nu), H(\omega, \nu), \) and \( I(\omega, \nu) \) are the Fourier transforms of \( I_0(x, y), h(x, y), \) and \( I(x, y) \), respectively, we can express (3) as
\[
I(\omega, \nu) = \mathcal{F}(\omega, \nu) \ast I_0(\omega, \nu) \tag{5}
\]

where:
\[
\mathcal{F}(\omega, \nu) = \exp\left(-\frac{\omega^2+\nu^2}{2\sigma^2}\right) \tag{6}
\]

We see that \( \mathcal{F}(\omega, \nu) \) allows low frequencies to pass while it attenuates the high frequencies in the focused image. Furthermore, as the sensor displacement \( \delta \) increases, the defocusing radius \( r \) increases, and the spread parameter \( \sigma \) increases. Hence defocusing is a low-pass filtering process where the bandwidth decreases with increase in defocusing.

From Fig. 1, it is seen that a defocused image of the object can be obtained in three ways by displacing the sensor with respect to the image plane by moving the lens, or by moving the object with respect to the object plane. Moving the lens or sensor with respect to one another causes the following problems. a) The magnification of the system varies, causing the image coordinates of focused points on the object to change. b) The area on the sensor over which light energy is distributed varies, causing a variation in image brightness. These effects are described in detail in [18]. In order to overcome these problems, we propose varying the degree of focus by moving the object with respect to a fixed configuration of the optical system and sensor (Fig. 2). Object movement is easily realized in industrial and medical applications. This approach ensures that as the object passes through the plane \( S \), surface points that lie on \( S \) are perfectly focused onto the image plane with the same magnification. In other words, as the object moves, the magnification of imaging system can be assumed to be constant for image areas that are perfectly focused.

However, from Fig. 2, we see that points that lie outside plane \( S \) will be projected onto the image plane with different magnifications. In fact, the magnification of defocused object points will depend on their distance from the plane \( S \). Note that for small displacements, \( \Delta S \), magnification may be assumed to be constant. We will use this assumption while developing the depth estimation algorithm.

III. SHAPE FROM FOCUS

Figure 3 shows a surface of unknown shape placed on a translational stage. The reference plane shown corresponds to the initial position of the stage. The configuration of the optics and sensor defines a single plane, the “focused plane,” that is perfectly focused onto the sensor plane. The distance \( d_0 \) between the focused and reference planes, and the displacement \( \Delta d \) of the stage with respect to the reference plane, are always known by measurement. Consider the surface element \( s \), that lies on the unknown surface \( S \). If the stage is moved towards the focused plane, the image of \( s \) will gradually increase in its degree of focus (high-frequency content) and will be perfectly focused when \( s \) lies on the focused plane. Further movement of the element \( s \) will again decrease the defocusing of its image. If we observe the image area corresponding to \( s \) and record the stage displacement \( \Delta d = \Delta d_0 \) at the instant of maximum focus, the height \( d_0 \) of \( s \) with respect to the stage can be computed as \( d = d_0 - \Delta d \). This procedure may be applied independently to all surface elements to obtain the shape of the entire surface \( S \).

To automatically detect the instant of “best” focus, an image focus measure will be developed. In the above discussion, the stage motion and image acquisition were assumed to be continuous processes. In practice, however, it is not feasible to acquire and process such a large number of images in a reasonable amount of time. Therefore, only a small number of images are used; the stage is moved in small increments of \( \Delta d \), and an image is obtained at each stage position \((n = n_0, \Delta d)\), by studying the behavior of the focus measure, as
interpolation method is developed that uses only a small number of focus measures to obtain accurate depth estimates. An important feature of the proposed method is its local nature: the depth estimate at an image point is computed only from focus measures recorded at that point. Consequently, it can adapt well to texture variations over the object surface.

IV. A FOCUS MEASURE OPERATOR

To measure the quality of focus in a small image area, we develop a focus measure operator. The operator must respond to high-frequency variations in image intensity, and ideally, must produce maximum response when the image area is perfectly focused. A few focus measure operators have been proposed and used in the past [10], [9]. Generally, the objective has been to find an operator that behaves in a stable and robust manner over a variety of images, including those of indoor and outdoor scenes. Such an approach is essential while developing automatically focusing systems that have to deal with general scenes. Bearing in mind that we are dealing with textured images, we develop an operator that is particularly well-suited to such images.

An interesting observation can be made regarding the application of focus measure operators. Equation 3 relates a defocused image to a focused image using the blurring function. Assume that a focus measure operator \( o(x, y) \) is applied (by convolution) to the defocused image \( I_d(x, y) \). The result is a new image \( r(x, y) \) that may be expressed as

\[
r(x, y) = o(x, y) \ast (h(x, y) \ast I_d(x, y)).
\]

Since convolution is linear and shift-invariant, we can rewrite the above expression as

\[
r(x, y) = h(x, y) \ast o(x, y) \ast I_d(x, y).
\]

Therefore, applying a focus measure operator to a defocused image is equivalent to defocusing a new image obtained by convolving the focused image with the operator. The operator only selects the frequencies in the focused image that will be attenuated due to defocusing. Since defocusing is a low-pass filtering process, its effects on the image are more pronounced and detectable if the image has strong high-frequency content. An effective focus measure operator, therefore, must high-pass filter the image.

Fig. 3. Shape from focus.

Fig. 4. The effect of defocusing and second-order differentiation is frequency domain.

One way to high-pass filter an image is to determine its second derivative. For two-dimensional images, the Laplacian may be used:

\[
\nabla^2 I = \frac{\partial^2 I}{\partial x^2} + \frac{\partial^2 I}{\partial y^2}
\]

In frequency domain, applying the Laplacian \( L(v, r) \) to the defocused image \( I_d(x, y) \) (5) gives

\[
\hat{L}(v, r), \hat{H}(v, r), \hat{I}(v, r)
\]

where

\[
L(v, r), H(v, r) = -\left(\frac{\partial^2 \hat{I}}{\partial x^2} + \frac{\partial^2 \hat{I}}{\partial y^2}\right)
\]

Fig. 4 shows the frequency distribution of \( L(v, r) \) for different values of the defocusing parameter \( \sigma_2 \). For any given frequency \( (v, r) \), \( L(v, r) \) varies as a Gaussian function of \( \sigma_2 \). In general, however, the result would depend on the frequency distribution of the image scene. Though our image is random, it may be assumed to have a set of dominant frequencies. Then, loosely speaking, each frequency is attenuated by a Gaussian function in \( \sigma_2 \) and its width is determined by the frequency. Therefore, the result of applying the Laplacian operator may be expressed as a sum of Gaussian functions in \( \sigma_2 \). The result is expected to be maximum when \( \sigma_2 = 0 \), i.e., when the image is perfectly focused. Since the frequency distribution of the texture is random, the widths of the Gaussian functions are also random. Using central limit theorem, the result of applying the Laplacian operator to an image point may be assumed to be a Gaussian function of the defocus parameter \( \sigma_2 \).

This general behavior is expected irrespective of the focus measure operator used. The operator only selects the frequencies that will play a dominant role in this process. Our experiments (in the following section) as well as Krstic's empirical evaluation of various focus measure operators [9] support the above argument. As seen in [9], image noise and magnification variations will of course degrade the performance of any operator.

We note that in the use of the Laplacian the second derivatives in the \( x \) and \( y \) directions can have opposite signs and tend to cancel each other. In the case of textured images, this phenomenon may occur frequently and the Laplacian may at times behave in an unstable manner. We overcome this problem by defining the modified Laplacian as

\[
\nabla^2 I = \frac{\partial^2 I}{\partial x^2} + \frac{\partial^2 I}{\partial y^2}.
\]
Note that the modified Laplacian is always greater or equal in magnitude to the Laplacian. The discrete approximation to the Laplacian is usually a 3 × 3 operator. In order to accommodate for possible variations in the size of texture elements, we compute the partial derivatives by using a variable spacing (step) between the pixels used to compute the derivatives. Hence, a discrete approximation to the modified Laplacian is obtained as

\[ M(x, y) = \{2I(x, y) - I(x - \text{step}, y) - I(x + \text{step}, y) \} + \{2I(x, y) - I(x, y - \text{step}) - I(x, y + \text{step}) \}. \]

Finally, the focus measure at a point \((i, j)\) is computed as the sum of modified Laplacian values in a small window around \((i, j)\), that are greater than a threshold value:

\[ F(i, j) = \sum_{x=-n}^{n} \sum_{y=-n}^{n} M(x, y) \text{ for } M(x, y) \geq T_f. \]  

The parameter \(T_f\) determines the window size used to compute the focus measure. In contrast to auto-focusing methods, we typically use a small window of size 3 × 3 or 5 × 5, i.e., \(N = 1\) or \(N = 2\). We shall refer to the above focus measure as the semi-modified Laplacian (SML). Note that by definition the SML is not a linear operator and cannot be implemented as a convolution. However, it can be computed using a simple algorithm.

V. EVALUATING THE FOCUS MEASURE

We evaluate the SML focus measure by analyzing its behavior as a function of the depth of field, the observed surface and the focused plane. A detailed description of the experimental setup is given in the next section. In the following experiments, texture samples are attached to a translational unit (Fig. 2) and the distance, \(d\), of each sample from the stage is known by measurement. Images of the samples are obtained using a microscope and a 512 × 480 pixel CCD camera. The complete imaging system has a physical resolution of approximately 1 mm per pixel width.

In Fig. 5, the focus measure functions of two samples are shown. Sample X has high texture content while sample Y has relatively weaker texture. Both samples are made of a plate containing main and tangent particles. The variable size of the tangent particles gives the surfaces a randomly textured appearance. For each sample, the stage is moved in increments (\(\Delta D\) of 1 mm), an image of the sample is obtained, and the SML measure is computed using an evaluation window of 10 × 10 pixels. The vertical lines in Fig. 5 indicate the known initial distances \((d_1, \ldots, d_n)\) of the samples from the focused plane. The focus measures were computed using parameter values, \(\text{step} = 1\) and \(T_f = 2\). No form of temporal filtering was used to reduce the artifacts of image noise. Though the measure values are slightly noisy, they peak very close to the expected peak positions (vertical lines). We see that the focus measure function peaks sharply for the stronger texture but relatively slowly and with a lower peak value for the weaker texture.

The sharpness of the focus measure function, however, depends not only on the texture strength but also the depth of field of the imaging system. The depth of field, in turn, depends on the magnification and aperture size of the imaging optics as well as the physical resolution of the sensor. A smaller depth of field causes the focus quality of the image to vary more rapidly with object motion, causing a sharper peak. Note that the focus measure functions for both samples in Fig. 5 have Gaussian-like distributions near their peak values. This is consistent with the arguments given in the previous section. The \(\delta(D)\) of the focus measure functions are less
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**Fig. 5.** SML focus measure function computed for two texture samples.
Using (15), we can find $F_0$ from $\sigma_F$ and $\bar{d}$ as:

$$F_0 = F_{m-1} \exp \left( -\frac{(F_{m-1} - \sigma_F)^2}{2} \right).$$

(19)

If $F_0$ is large and $\sigma_F$ is small, the focus measure function has a strong peak, indicating high surface texture content in the vicinity of the image point $(x, y)$. Thus, $F_0$ and $\sigma_F$ may be used to segment the observed scene into regions of different textures. Fig. 6(b) shows the experimental result of Gaussian interpolation applied to a real sample.

Depth computation can be done very efficiently by the use of look-up tables for each of the unknown parameters. Note that the three focus measure values $F_{m-1}$, $F_m$, and $F_{m+1}$ and the corresponding displacements uniquely determine the parameters $\bar{d}$, $F_0$, and $\sigma_F$. Hence, the parameter values corresponding to all possible sets of the three focus measures can be computed a-priori and stored in a table. Given any set of focus measures, the corresponding parameter values are simply read from the table. However, the displacement parameter $\Delta d$ is not fixed and may vary from one application to another. In order to generate look-up tables that are independent of $\Delta d$ and the depth $d$, we define the normalized focus measures:

$$F_{m-1} = \frac{F_{m-1}}{F_m}, \quad F_m = 1, \quad F_{m+1} = \frac{F_{m+1}}{F_m}$$

and the corresponding displacement values:

$$d_{m-1} = -1, \quad d_m = 0, \quad d_{m+1} = 1.$$  (21)

The above set of normalized measures and displacements uniquely determine a Gaussian function that passes through them. The parameters of this Gaussian are the mean value $\bar{d}$, standard deviation $\sigma_d$, and peak value $F_d$. The correspondence between the normalized measures $F_{m-1}$ and $F_m$ and the parameters $\bar{d}$, $\sigma_d$, and $F_d$ are precomputed using (17)-(19), and stored as three two-dimensional look-up tables. During depth estimation, the computed focus measures $F_{m-1}$ and $F_m$ are normalized to determine $F_{m-1}$ and $F_m$. These normalized measures are used to index the look-up tables and determine the parameters $\bar{d}$, $\sigma_d$, and $F_d$. The parameters of the original Gaussian function are then determined as:

$$\bar{d} = d_m + \Delta d \bar{d}, \quad \sigma_d = \Delta d \sigma_d, \quad F_d = F_m F_{m-1}.$$  (22)

During run time, the use of look-up tables saves the computations involved in the evaluation of $\bar{d}$, $F_m$, and $\sigma_d$ using (17)-(19).
VII. AUTOMATED SHAPE FROM FOCUS SYSTEM

We have implemented an automated shape from focus system for recovering microscopic objects. A photograph of the system is shown in Fig. 7. Objects are imaged using a Nikon Labophot-2 model microscope and a CCD camera with 512 x 481 pixels. Magnification of the complete imaging system can be varied using objective lenses of different powers (× 10, × 40, or × 100). Bright-field illumination is used to illuminate the object; light energy is focused on the object via the same lens that is used to image it. The θ/2EV of the microscope stage is driven by a stepper motor and the position of the stage can be computer controlled with a resolution of accuracy of 0.02 μm. The shape from focus algorithm is programmed and executed on a Sun SPARC workstation. The complete recovery process including image acquisition, focus measure computation, and depth estimation takes a total of about 40 seconds for a sequence of 10 input images.

We estimate that by using fairly simple customized hardware this recovery process can be accomplished in less than 1 second.

Prior to automating the shape from focus system, experiments were conducted to determine the accuracy and feasibility of the method. In these experiments, the microscope stage was moved manually by a sequence of images obtained and processed using both the coarse resolution and Gaussian interpolation depth recovery algorithms.

The first experiment was conducted on a steel ball sample that is 1590 μm in diameter. The ball has a rough surface that gives it a
textured appearance. A camera image of the ballistic, under bright field illumination, is shown in Fig. 8(a). Due to the small depth of field of the microscope, some areas of the ball are defocused. An incremental displacement of $\Delta z = 100 \mu m$ was used to take 13 images of the ball. A $3 \times 3$ SML operator (with $T = 7$ and step = 1) was applied to the image sequence to obtain focus measures. The course resolution depth map in Fig. 8(b) is computed by simply assigning to each surface point the depth value corresponding to the stage position that produced the maximum focus measure. Fig. 8(c) shows the depth map obtained using Gaussian interpolation.

The known size and location of the ball were used to compute error maps from the two depth maps. The error map for the Gaussian interpolation algorithm is shown in Fig. 8(d). The accuracy of the method depends on several factors: surface texture, depth of field of the imaging system, and the incremental displacement $\Delta z$. However, we are not to observe correlation between the depth errors and surface orientation. The table in Fig. 8(e) shows error statistics computed from the error maps corresponding to the two algorithms. Clearly, the Gaussian interpolation algorithm produces far superior results than the course resolution one.

The anti-automated system has been used to recover the shapes of a variety of objects (as well as biological samples). Here, we present one of these results. Fig. 9 shows a tungsten piece filling in a via-hole on a ceramic substrate. These fillings are used to
establish electrical connections between components on multilayered circuit boards. Conditions such as excess filling and lack of surface cause electrical defects. The sample shown in Fig. 9 has a cavity-indicating lack of filling. The spurious reflectance and variable size of the target images gives the surface a random texture. In this case, a total of 18 images were taken using stage position increments of 8 μm. Some of these images are shown in Fig. 9(c) and 9(b) show a reconstructed image and two views of the depth map, respectively. The image reconstruction algorithm simply uses the estimated depth to focus and match the best focused image areas in image sequence. The depths maps have been filtered using a 3 × 3 median filter to remove a few scattered erroneous depth that result from the lack of texture in some image areas.

VIII. DISCUSSION

The above experiments demonstrate the effectiveness of the shape from focus method. The results show that the Gaussian interpolation algorithm performs well over a wide range of textures. No assumptions are made regarding the type of textures. Small errors in compared depth estimates result from factors such as image noise, Gaussian approximation of the SML focus measure function, and the texture in some image areas. Some detail of the surface roughness is lost due to the use of a dense stereo window to compute focus measure.

The above experiments were conducted on microscopic surfaces that produce complex textured images. Such images are difficult, if not impossible, to analyze using recovery techniques such as shape from shading, parametric stereo, and structured light. These techniques work on surfaces with simple reference properties. Since the samples are microscopic in size, it is also difficult to use binocular stereo. Methods for recovering shape by texture analysis have been described in the past. Typically, these methods recover shape information by analyzing the distortions in image texture due to surface orientation. The underlying assumption is that the surface texture has some regularity to it. Clearly, these approaches are not applicable to surfaces that produce random and spatially varying textures. For these reasons, shape from focus may be viewed as an effective method for objects with complex surface characteristics.
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Gibbs Random Field Model Based Weight Selection For the 2-D adaptive Weighted Medial Filter

Lavrenti Omelj, M. Budge, Alp, and Mehmet Izzet Gurel

An alternate generalization filtering method based on the minimization of the energy of the Gibbs model is described. The well-known linear and median filters are examples of this method. It is shown that, with the selection of appropriate energy functions, the method can be successfully used to adapt the weights of the adaptive weighted median filter to preserve edge features contained within the image while eliminating the noise. The newly developed adaptive weighted median filter is based on a 3 × 3 square neighborhood structure. The weights of the filter are adapted according to the clump images within this neighborhood structure. The assigned energy in 2, or 3 patch changes are based on the local statistics within a larger extraction window. It is shown that the proposed filter performance is better compared to some well-known similar filters like the standard, separable, weighted and some adaptive weighted median filters.

Index Terms—Gibbs random field model, adaptive filtering, weighted median filter, image noise filtering.

I. INTRODUCTION
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