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ABSTRACT

This paperdescriles an attemptto improve the coverage
of an existing namepronunciation dictionary by mocelling
variationin spelling.Thisis doneby thederivationof string
rewrite ruleswhich operte on out-d-vocaulary wordsto
mapthemto in-vocalularywords. Thesestringrewrite rules
are derived autormatically, and are “pronunciatiorneutral”
in the sensehatthe mappirgsthey perfam onthe existing
dictionay do notresultin achang of prorunciation

The appoachis data-diven,andcanbe usedonline to
male predctions for some(nat all) OOV words, or offline
to addsignificantnumtersof newv pronunciatins to exist-
ing dictionaries. Offline the appoachhasbeenusedto in-
creasalictionary coveragefor four domainbasedlictionar
ies for forerames,surnanes, streetnameandplacenams.
For surnanes,a mockl trainedon a 23,0®-entrydictionary
wassubsequety ableto add5,000 new entries,improving
both type coverageandtoken coverageof the dictionares
by abou 1%. An informal evaluationsuggestshatthe sug-
gestedprorunciatiors aregoodin 80%of cases.

1. INTRODUCTION

Theprorunciationof out-d-vocebulary (OOV) wordsis one
of themainproblansin TTSapplicatiors suchasautonated
call centresandcar navigation systems.Many of the OOV
words are proper names,and theseare especiallyhard to
prorouncebecagethey oftenoriginatein otherlanguags
andthey dorit behae like otherwords. The problem is
worstfor languageslike Englishwhoseunderlying orthay-
raphyis alsohighly irregular.

Tradtionally thisletterto-sound (LTS) prodemhasbeen
attacled by deriving a setof rules. Therulesperform a se-
guerce of substitutios, eachonereplacinga sequene of
graptemesby a (paossibly empty)sequene of phanemes.

Theactualsubstitutiormechaismcanbebasednhand-
written stringreplacenentrules[1, 2, 3] or it canbelearned
automaically from data[4, 5]. Unfortunately theaccuracy
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of suchrulesis not particulaty high, especiallyon proper
names.

In this paper, we descrile a novel methodfor predct-
ing OOV proper names. It is basedon a simple but effec-
tive principle: mappirg anOOV propernameto anin-voca-
bulary hormophae by changimy its spelling. The algorithm
automaticallylearnsspellingalternatiors thatleadto such
homophones in the domain of proper names. The tech-
niguedoesnt “fire” (i.e. male a predictior) for all OOV
namesput whenit doesiit producespredctionswhich are
phorotacticallycorrect,andit doessowithoutneedinggra-
phemephoreme alignmen (a requrementof someother
technigessuchasthosein [4, 5]).

The parer is organisedasfollows; we first justify our
apprach by describingthe coveragestatisticsof the dic-
tionarieswe usedasthe startingpoirt for this work - this
illustrateswhy data-diventechnigesareattractve. Then
we review hierarctical appoachedo LTS, anddescribehe
obsenations which stimulatedthe currert work. Thealgo-
rithm is thendescribedn detail, followed by quantitatve
measure®f how the coverageimproved, andinformal as-
sessmenof how goodthe predctions of thealgorithmare.
Finally we outlinedirectionsin which thiswork maybede-
velopedin future

1.1. Coverage Requirements

Figure 1 shavs how the optimal* token coverageanddic-
tionarysizearerelatedfor four nameand-adressdomains.
Thetokencoverageis calculatedusingfrequency datafrom
anin-house UK postaldatabasef apprximately 50 mil-
lion entries,and the details of eachdomainsub-daabase
areshown in Tablel. Thefigureillustratesthatsmall dic-
tionariesof just 1000entriesprovide surprisinglylarge to-
ken coverage;the 1000 mostcomnon surramesprovides
over 50% surnane token caverageandthe 1000 mostcom-
mon forenanes provides over 90% forerametoken cover-

1optimal hereimpliesthateachdictionary containsthoseentries which
cover themosttokens.
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Fig. 1. Relationbetweendomainspecificdictionary size
andoptimaltokencoverage.

age. However, to attaincompleteor nearcompletetoken
coveragecanrequre very mary new types:100%coverage
of surnameokers would requirethe additionof morethan
5,0,000new entries.

So the nunber of new dictionary entriesthat are re-
quiredto achieve completecoverageis huge muchtoolarge
to beaddedby hand.Automaticmethals musttherefoe be
sough which can provide high quality prorunciationpre-
dictionsfor names.

1.2. A Hierarchical Approach

LibermanandChurch[6] recoguisedthatthe prorunciation
dictionay canbe viewed asjust thefirst in a seriesof fil-
ters for predcting the prorunciationof a word. In their
apprach,if aword is not found in the pronunciationdic-
tionary thenattemptgo predct the pronunciationaremade
with a sequene of linguistically-motivatedfilters — these
includethe additionof stress-neuét suffixes,rhyming and
morphologcal deconposition. Thefirst filter thatfirespro-
ducesgtheprorunciation Whatall thesefilters have in com-
monis thatthey generallydo not produceoutput for every
input — it is only the lastlink in the chainwhich mustbe
ableto dothat.

With sucha hierarclical appoachin mind, it makes
senseto look for new filters which canmale sensiblepre-
dictionsfor nameswhich arenotin the prorunciationdic-
tionary A new filter doesnothaveto have averyhighfiring
rate. All thatis requiredfor it to be usefulis that, whenit
doesfire, it prodwespredictiors of a higheraccurag than
thelinks in the chainbelow it. From literaturethe quality
of predctions of automaticallytrainedprorunciationrules
isin theregionof 70-75%[4, 7] andthebestresultsof other
techniqiesseemto belower [5]. Therdore ary filters with
a highersuccessatethanthis have poterial for improving
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the quality of the system.In this pape& we progposean au-
tomaticallytrainedfilter which hasa modesfiring rate,but
whichproducespredctionswhicharejudgedto begoa ap-
proximately 80% of thetime.

1.3. LTSisamany-to-one Mapping

The current work was motivated by the obsenration that,
within amediun-sizedsurnanesdictionary for RPEnglish,
roughy 10% of ways of pronoundng a namehave more
thanonespelling. Thisisillustratedin Tablel whichshaws,
for eachdomaindictionary the nunbersof unique ortho
graphc andphmeticentries.

Table 1. Characteristicsof pronwunciationdictionaries used
in this paper N, is the numter of dictionary entries
(headvords), Ny, is the numter of distinct pronuncia-
tions, and N,,,.u4; is the numbe (percentaye in bradkets)
of pronunciationswhich havemore thanonespelling

| | North | Npron | Nmulti (%) |

forerames | 1492 | 13479 | 1747 (13.0)
surnanes 23746 | 21487 | 2641 (123)
streetnames 16211 | 1567 | 1388 (8.9
placenanes | 3668 | 3680| 153 (4.2

Thusgiven alist of nameswhich arenotin a particdar
dictionary we hypothesizethat abou 10% of thesenames
doalreadyhave avalid pronwnciationin thedictionary The
LTS prodem for thesenames is thenthe taskof finding the
mappirg from OOV to in-vocakulary. In otherwordsthe
taskis to try to find ahomaghore entryin the existing dic-
tionary.

This prablem is closely relatedto onein the field of
“nameretrieval”, in which databaseueies aremademore
useful by allowing fuzznessin hamematchirg. In hame
retrieval, the nearesmatche to a searchkey (i.e. a name)
arereturred as“hits”. Thesehits arefound usinga variety
of method (reviewedin [8, 9]) whichtypically involve the
calculationof a distancebetweerthe key andeachnamein
thedatalase.

The oldestof thesetechniqes, Sounax and Phonix
perfom the distancemeasue implicitly by attemptingto
map eachword to a represetation sharedby its “sounda-
likes”. Soundx correctlyidentifiesthe names‘Reynad”
and“Reynauld” assoundlikes,butit alsopairs“Catherine”
and“Cotroneo”[8]. Explicit string edit distancesave also
beenusedin nameretrieval, primaily for theidentification
of typing errors[9].

Furtherdevelopmentshave seenthe comhination of ex-
plicit string editdistancesvith phanetically-notivatedsub-
string transfamations. The link with phaeticswas made
explicit in ZobelandDart’s [8] phanometic appgoach;LTS
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rulesareusedto predct pronuwnciationsof searchkeys, and
the distancemetric is calculatedin the phaetic domain.
While this may provide someimprovemernt for namere-
trieval systemstherelianceonLTSrulesis anolviousweak-
nessin theappoach,andthe exampes providedin [8] sug-
gestthatsoundilikesidentifiedby this methal arephmeti-
cally diversei.e. thatthey arerarelyhonophaes.

If anameretrieval techniqee couldbefound whichonly
identified hom@hore matchesthenthis could be usedto
find prorunciatiors of OOV words by identify theirin-voca-
bulary soundéikes. Thisis thegod of thecurrert work.

2. THE ALGORITHM

The currentwork is basedon theideathat, within a partic-
ular domain(e.g. surnames)thereexist universal spelling
alternatiols which areprorunciatiorneutal. Thatis, there
arewaysin which the spelling of a word canbe changd
withoutchangimg its pronunciatian.

The variation in spelling can be mocklled by finding
string rewrite rules which are pronunciatio-nedral in an
existing prorunciationdictionary. GivenanOOV namethe
algorithm tries to find a string rewrite rule which rewrites
thenameto anin-vocatulary spelling.If it succeedghenit
hasfound ahomahore for the OOV word, andthe pronun-
ciationcansimply belookedupin thedictionay.

The algorittm will now be describedn detail, first by
shaving how themodelfor spellingvariationis trainedfrom
anexistingdictionary, andthenby discussindnow themodel
is usedto malke prorunciationpredctionsfor wordswhich
areOO0OV.

2.1. Training

The startingpoint for training is a dictionay which gives
partial coverageof the domain in question We favour us-
ing a doman-specificdictionay for this ratherthana gen-
eral pumposedictionary, sincewe suspecthatthe natue of
spellingvariatin is domain-degnder.

The first stageis to createa reverse dictionary, which
mapsprorunciatiors to orthagrapty. All entriesin there-
versedictionary which map one pronunciationto just one
spellingarethenremoved. For the remairder, eachpair of
spellingswhichsharea pronwnciationareusedto geneatea
sequeneof rewrite rulesr;,i = 0,1, ..,n — 1. Eachrewrite
ruler; isoftheformA — B / L _ RwherethepatternA
with L asleft cortext andR asright context is repla@dwith
thestringB.

Consideranexamge: theprorunciation/ | i1l n .
z ii2 [/ issharediythespellingslinsey andlynsey (lin-
sey=lynsey). Table2 shawvs the postulatedewrite rules.

The first rewrite rule is obtainedby identifying, then
removing, the comnon prefix and sufix betweenthe two
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stringstoyield asimplecontext-freesubstitutiorstring(e.g.
i — vy / _). Thesecondandsubsegantrulesareob-
tainedby successiely addingextracortext information first
to theright, thento theleft, wherepossible.

Table 2. Rulesr; postulded fromthe soundlike pair lin-
sey=lynsey.

i | substitutiorrule r; |
O(i =y / -

1|i -y / _n

2|i -y /! ~1 _ n

3|i -y / Tl _ ns

41i -y /!l ~1 _ nse
5/i -y / ~1 _ nsey$

The rulesat the top of thelist will fire mostoften, but
will frequently map namesto othe nanes with different
pronwnciations(e.g.smith#smyth). Corverselytherule at
the bottomof thelist will fire only oncemappirg theorigi-
nal word pair linsey=lynsey.

Eachof therulesr; is evaluatecdontherestof thedictio-
nary. For eachentryin thedictionary, a particularrule will
dooneof four things:

MISS The patterndoesnt match(e.qg. bilton?)

OOV Thepatternmatchesbut theresultingmappng is not
in thedictionary(e.g. linton—lynton, but lynton is
oov)

DIFF Thepatternmatchesthe resultingmappng is in the
dictionay, but the pronunciationsare different (e.g.
tin—tyn,but/t i1l n/ £/t iiln/

GOOD The patternmatchesthe resultingmappng is in
the dictionary and the prorunciatiors arethe same.
(e.g. linne — lynne, and both are pronourced/ |
il nl)

Countingover the whole dictionay, eachrule r; is as-
signedfour scores: n M55, n OOV pPIFE gnd nFOOD,
Collectively thesescoregeflecthow usefd theruleis —how
oftenit canbeexpecteduo fire, how oftenit will mapinto the
dictionary andhow oftenit makesa pronwnciationneutral
mappirg.

Of ther;, justoneruleis choserfor inclusionin therule
set. Currerily, the heuristicfor chossingthe bestrule from
eachsetis simply to chomse the shortestrule which is al-
wayspronunciationneutralwhenits patternmatchesandit
mapsinto the dictionay (n”’FF = 0). In futureit maybe
adwantagusto add sophisticatia to this part of the tech-
nigue.

Theabove processs repeatedor all otherspellingpairs,
toyield alist of substitutiorrules.

2All examplesin this list applyto rule ry in Table2.
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2.2. Prediction

The substitutionrules are scoredand then sortedby their
relevarce — which is simply the countof how mary suc-
cessfulmappngsthey make in the existing dictionary. For
any OOV word,wefind thehighest-scrng substitutiorrule
whichmapsthe OOV wordinto thedictional, andthenuse
theprorunciationof thatword.

This canbe doneoffline to geneatenew dictionay en-
tries, or live at synthesidime. In the currentwork, predic-
tion is dore offline, geneating phmetic transciptions for
a givenlist of wordsthatarenot in the available pronun-
ciationdictionay. Thetranscriptims arethenaddecto the
prorunciationdictionay.

Two objecticns canbe madeto this appoach:

1. Theoffline appro&hrestrictsthe coverageof thenew
lookup methodto a precefinedsetof OOV wordsal-
thowghlookup atsynthaistimewouldenablehesys-
temto mapunseerDOV words to existing pronunci-
ations.However, the application underconsideation
(UK propernames)nears thatthedomain—althowgh
vely large — is practicallyfinite and canbe covered
by a list of words. Furthemore,the appoachtaken
is notguarareedto perfam equallywell on material
differentfrom proper names.

2. Puttingthe missingwords into the dictionary maybe
costlyin termsof memoy. However, memoryis gen-
erally cheapandthe useof efficient representations
suchasfinite-statemachires[10, 11] canmeanthat
this costis in factmodeate. In the implemenation
repatedin the presenipaper a prorunciationdictio-
nary contaning over 440K entrieswas encoad as
a finite-statetransdeer and then minimised yield-
ing a finite-statetransducemith 215540 statesand
549538 transitions,using lessthan 8MB of RAM.
This figure canbe redwcedeven further by meansof
autonatacompession12).

3. EVALUATION

To evaluae the techniqe, a setof basedictionarieswere
usedwhich provide basiccoverageof four domans — fore-
namessurnamesstreetnameandplacenanes

The algoithm wasusedto derive rewrite ruleson each
of the four domans of interest, resultingin four setsof
rewrite rules. Thesizeof theserule sets plussomeexample
rules,areshavn in Table3.

Theserewrite rule setswerethenusedto make predic-
tionsfor theremainirg OOV wordsfor eachdomain

Table4 shaovs the percemageimprovemert in coverage
for thedictionariesobtairedby usingthealgoithm. Clearly
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Table 3. Rewrite rulestrainedfrombasedictionaries. n ey,
is thenumberof previouslyOOV spellingsaddedasa result
oftherule.

no.of | highest Tpew
rules | scoringrules
forenames || 667 a—/ _a 126
y =i [/ _| 99

gh -/ a_$ 63
igh -y / _$ |59
y =i [ _| 94
ey — ai /| _ 64
n -/ o_n$ 60
all - le/ _$ |56
streetnaras || 702 igh -y / _$ |57

surnames 1081

-/ _ 42

s - 's/ _$% 32

y =i [/ _| 31

placemmes || 49 t -/ _t$ 3
e >/ k_$ 3

n—-/n_$ 3

t - et [ _ 2

the charge in coverageis only a small improvemen, but
bearin mindthatsincethenumler of typesandtokensin the
popuationis verylarge thissmallimprovementdoesn fact
represenseveral thousanchew dictionay entries. (As far
astoken coverageis con@rned,a 1% improvementin UK
surnamecoverage meansthat abouthalf a million pegle
will find theirnamein thedictionak)

Table 4. Coverage of dictionary (in %) before and after
application of spellingvariation algorithm on the pronun

ciation dictionaies describedin Table 1 (FN=forerames,
SN=surnamesST=steetnamesPL=placerames).

type token
dom || befoe | after | A [ before [ after [ A
FN 4.3 53| +1.0 949 | 953 | +0.4
SN 4.4 53] +0.9 75.2 | 76.2 | +1.0
ST 16.9| 181 | +1.2 81.6 | 82.0| +0.4
PL 19.2| 194 | +0.2 75.2 1 75.2| 0.0

Furtherexperimentswith larger dictionafessuggesthat
thealgotithm remainseffective atmappng OOV wordsinto
thedictionay evenwhentokencoveragds 98%andhigher.

To seewhetherthe mappirgs suggstedby the rewrite
rule algorithm areactuallyary goad, an evaluation experi-
mentwas carriedout. For eachdomain a randan testset
was constrieted consistingof OOV names for which the
respellingalgaithm had found new spellings. For place-
names the algorithm only identified 37 new spellings,so
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all of thesewere usedin the test. For the otherdomairs,
200nameswereused.

Eachstimulusconsistof apairof words:anOOV name
andthein-vocahulary soundilikeidentifiedby thealgoilithm
(e.g.donelly—donélley). Subjectsvereshavnthespellings
of both words, and asled to rate eachsoundlike with the
valuel (“thesetwo wordsare pronourcedthe same”)or 0
(“thesetwo words arenotpronourcedthesame”or “l dorit
know"). Within eachdomain the samepairswereshownn to
eachsubject.The experimentwascarriedout by five natve
British Englishspealers.

Table5 shaws the resultsfrom the listeningtest. The
predidions of the rewrite algorithmaregoad, with average
scoreshetweerB0% and90%. Evenif unanimitybetween
all 5judgesis requred (N5 in thetable),theresultsremain
encouwaging

Table 5. Subjectiveevaluation of rewrite rules. n is the
numier of test words. S is the percertage of “good”
words. Ny is thepercentaye of testwordswhich werejudged
“good” byall 5 subjects.

[domain | n|S%][Ns%]
forermames | 200 | 90.2 | 70.5
surname 200 | 80.7 | 61.5
streetnames 200 | 88.6 | 69.5
placenams | 37 | 85.2| 81.5

Table6 shavs exanplesof successesf the algoiithm,
in which the mappirg wasjudged “good”. Thetransfoma-
tionswhichoccu areundaibtedlysimple,andmaywell be
producedby otherrule-baedappoachesuchasthatof [6].
However, the transfomationrules presentecherewerein-
ferredfully automaticallyfrom an existing dictionary, and
so the applicability of the technige to otherdomairs and
languagesappeas possible.

Table 7 shavs exanplesof failuresof the algoiithm —
what remainsto be investigatedis what the correlationis
betweertherulerelevarce (i.e. how muchevidercefor the
ruleis therein the currentdictionas) andthe quality of the
predidionsit makes.

4. CONCLUSIONSAND FURTHER WORK

In this paperan algorithm hasbeenpropasedwhich con-
tributesto lexical coveragefor namesby findingin-vocau-
lary spellingvariartsfor OOV words. Theresultingrulesets
donotfire with ahighfrequeng, butin anexpeiimentbased
onaUK databasereabletoimprovetokencoverageby ap-
proximately 1%, which correspond to abouthalf a million
peope. An informal evaluatian suggststhatfor thoseOOV
wordsfor whichthealgorithm does suggesprorunciatiors,
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Table 6. Examplef rewritesjudged“good”.

forerames | hailee— hailey
kymberleigh— kymberley
mycheala» micheala
whatkinson— watkinson
geofreys — jeffreys
casy— cas¢
streetnames strangvays— strangeays
aileshury — ayleslury
macks— max
whelford — welford
holmer— homer

lorton — laughtm

surnanes

placenaes

Table 7. Examplef rewritesjudged“bad”.

forerames | cansg — kaseg
chaistos— christos
jitendea— jitendra

surnanes neln— nelsen

shazde— shazad

moli — morley
streetnames beeclers— beeches
bedes— beds

cloch— clouch

ston— seton
prefen— preen
longswood— longwood

placenanes

about80% aregood with a high degree of agreerent be-
tweenthesubijects.

Oneusefu property of thetechniqieis thatall the pre-
dictionsit producesare phorotactically correct,sinceit is
mappirg new wordsinto the existing dictionarl. Somerule
basednethalssuchasCART arenot constrainedn sucha
way.

It is hopedthatthis apprachcanform partof a battery
of letterto-sound appioacheso improve dictionary cover-
ageof names.

The algoiithm in its current form is fairly simple,and
thereis no capacityfor more thanonerewrite ruleto fire on
a particularOOV name. This is sometliing which will be
investigaedin future.

Furtherexpeiimentsarewarrantedo investigatethe be-
haviour of thealgorithmon largerdictionaies, whentoken
coverageis appoachingl00%, andwork is alsorequiredto
addsophisticatiorto the context rules.

Finally, theonlineapplicalility of themethoddescrited
in this paperpresentsa promsing researctprosgect. If, in
additionto propernamesthealgorithm turnsoutto perfom
well onarbitray input data,applyirg therewrite mechaism
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at synthesis time will increasethe coverageof the method
beyond the predefiredlist of OOV words. For this, an effi-

cientlookup methal is neededhatwould find the bestap-
plicablemappng deterninistically for a given string. The
finite-stateframeavork usedto encodehepronunciationdic-

tionary in our systemoffers several efficient methals for

perfamingthis kind of lookup [13, 14].
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